
MACHINE TRUST MODELS
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Trust is a vital ingredient of any successful 
interaction between individuals, among 
organisations and/or in society at large! 

Several significant research contributions have 
recently been made in the field of human 
trust.1,2,3,4 Important properties impacting 
on human trust were identified 5 it allows 
the reduction of complexity when decisions 
are made; it is measurable and evolves over 
time; it is dependent on a specific situation 
where risk is accepted when interactions 
occur. Furthermore it is concluded that trust in 
humans is based on two distinct components 
– knowledge and thinking.5,6 

Amongst a myriad of other things, trust 
between humans and business organisations 
is determined by the interface between 
humans and the systems operated by business 
organisations, be they automated or manual. It 
is indicated in Johnston7 that human computer 
interaction criteria such as aesthetic design 
and learnability contribute to an increased 
level of trust between humans and machines. 

Trust relationships between organisations 
are, among others, influenced by culture and 
adherence to codes of best practices. A model 
of inter-organisational trust illustrates that 
trust is dependent on: competence, consistent 
positive behaviours and goodwill.8 Machine-
to-machine communications, such as in a 
web services environment, also influences 
trust relationships between organisations. This 
concept of machine-to-machine trust is new 
and has as yet not been resolved. It is hoped 
that some of the trust properties mentioned 
above can be successfully employed to 
improve the understanding of trust between 
machines. 

The “Knowledge” component of trust
A comprehensive trust ontology is presented 
in Coetzee.5 Three categories of concepts can 
be used to form trust. Firstly, a service provider 
(machine), must have knowledge regarding 
the publicly known properties of the service 
requester (machine) within which the trust 
relation needs to be established.9 A service 
provider may trust others because of the 
knowledge that it has of the service requester. 
Finally, a service provider must have sufficient 
knowledge about itself and its own expertise. 
In summary, the three categories of trust 
knowledge as depicted in >1 constitute the 
foundation for the issues below that may play 
a role in the determination of trust between 
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machines acting as service providers and 
service requesters respectively:

•  Openness of the network topology used 	
	 for communications between the service 	
	 requester and the service provider
•  Cumulative experience of previous transac-	
	 tions concluded between the service 
	 requester and the service provider 
•  Confidence of the service provider in its own 	
	 operating environment 
•  Recommendations by and references from 	
	 other entities who are trusting the service 	
	 requester 
•  Security standards – technical and manage-	
	 rial standards adhered to by both the service 	
	 provider and requester 
•  Complexity and type of service requested 
•  Security mechanisms implemented at the 	
	 service provider.

The “Thinking” component of trust
Fuzzy logic10 has proven itself as providing 
a connection between human reasoning 
and automated computer reasoning. Fuzzy 
Cognitive Maps (FCMs) show potential for 
implementing a humanistic way of thinking 
about trust. 11 

Consider >2, which depicts the Fuzzy 
Cognitive Map for establishing trust between 
a service provider (X) and a service requester 
(Y). Look at the relationship between C6 and 
C1. The minus 0.5 relationship between C1 and 
C6 implies, for instance, that if the Openness 
of the network topology was to increase, then 
the Trust between X and Y would decrease by 
50%. If, by the same token, the Openness of 
the network were to decrease, then the Trust 
between X and Y would increase by 50%.

C1 - Openness of the network topology used for the 	

	 communications between X and Y

C2 - Cumulative experience of transactions between 

	 X and Y

C3 - Confidence of X in its own operating environment 	

	 (platform) 

C4 - Recommendations / References – trust in entities 	

	 that are supporting Y 

C5 - Standards – technical and managerial standards 	

	 adhered to by Y

C6 - Trustxy : machine X trusts machine Y

C7 - Complexity and type of service at X requested by Y 

C8 - Security mechanisms implemented at X 

	 (ei,ej) - Relationship between Ci and Cj

Trust, by nature, is a human concept that relies on a way of thinking and perception. The question is: 

“Can the human-to-human concept of trust be extrapolated to the concept of machine-to-machine trust?” 

Fuzzy Cognitive Maps (FCMs) show potential for implementing a humanistic way of thinking about trust.
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> 2. FCM: Trustxy - Service Provider X resolves it, Service Requestor Y can be trusted



Trust Knowledge

Knowledge of public properties
Knowledge about
the service requester Self-knowledge

• Honesty

• Predictability

• Confidence
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In order for C3 to occur, the incoming 
relationships must be aggregated to a 
minimum of 0.8. If, for example, a peer-to-
peer network topology was used for the 
communications between X and Y (C1 not 
triggered), if efficient security mechanisms 
were implemented (C8 occurs), and if the 
service requested was of low complexity (C7 
not triggered), then the incoming relationship 
(e8,e3) needs to yield 0.8 in order for X 
to create a level of confidence in its own 
operating environment (C3 occurs).

The FCM enables X to determine whether Y 
should be trusted. However, should X not trust 
Y two options exist – first, X could reject the 
request of Y and no further action is taken. 
Second, because of a potential loss in business 
opportunity, X may decide to make further 
investigations. Fuzzy dynamic systems, using 
edge matrixes, show the potential to assist X 
in determining how the causal events affect 
one another.  

Consider the following example. What will 
happen if, for instance, the Service requester 
(Y) is able to use state-of-the-art standards 
that are acceptable to the Service provider 
(X)? This scenario is reflected in the FCM by 
switching event C5 on. This input state can be 
represented by the state vector [0 0 0 0 1 0 
0 0]. In order to model the effect of the input 
state I0 = [0 0 0 0 1 0 0 0] on the FCM, the 
following technique12 is used to determine the 
new state of each event Ci each time (tn+1) an 
input state fires the FCM.

This technique involves a matrix vector 
multiplication to transform the weighted input 
to each event Ci. In the above equation, S(x) 
is a bounded signal function that indicates 
whether Ci is turned off (0) or on (1). The  
equation (see below) is applied to the FCM 
with the following initial input state: 

where I0k refers to the kth element in the state 
vector I0 = [0 0 0 0 1 0 0 0] 

ek1 refers to the entry in the kth row in the first 
column of the edge matrix E, and so forth.
The above yields the following result:
          0.5

	  I1 = [0 0 1 0 0 0 0 0]

The arrow represents a threshold operation. 
This means that event C3 is turned on, 
indicating that the confidence that X has in 
its own operations should not be negatively 
influenced by the openness of the network. 
The negative impact of the openness of the 
network is minimised by event C5, which 
signifies that the service requester (Y) is using 
acceptable standards, thereby reducing the 
risks of communications over an open network. 

The next input state firing the FCM will 
therefore be I1 = [0 0 1 0 1 0 0 0], followed by 
I2 = [0 0 1 0 1 1 0 0], which yields I3  = [t0 0 1 
0 1 1 0 0]. Because I3 = I2, the FCM converges 
to a fixed point I2 that turns on C6 (“Trust XY”).

What can be gleaned from this information? 
Remember that the fuzzy dynamic system 
is an executable component at the service 
provider. It was automatically determined 
that should the service requester adhere to 
improved standards, a level of trust could be 
established. As a direct consequence of this, 
the service provider can now start a process 
of real-time negotiation with the service 
requester. The service requester may be asked 
to use the AES standard as opposed to the DES 
standard.

Conclusion
Human trust models are widely reported on in 
a plethora of current literature. Concepts such 
as experience, honesty and self-confidence 
have an important impact on establishing 
human-to-human trust. It is demonstrated 
in this paper that advanced human thinking 
on trust also has the potential to contribute 
to the establishment of a trust relationship 
between machines. Fuzzy Cognitive Map 
modelling provides for an elegant first attempt 
at implementing a trust model that balances 
the acts of human thinking and machine 
reasoning. 
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• Legal (acts)

• Certifications

• Security Standards > 1. Ontology of the knowledge component trust
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