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Abstract

This study determines whether the global vector autoregressive (GVAR) approach provides better forecasts of key South African variables than a vector error correction model (VECM) and a Bayesian vector autoregressive (BVAR) model augmented with foreign variables. The paper considers both a small GVAR model and a large GVAR model in determining the most appropriate model for forecasting South African variables. We compare the recursive out-of-sample forecasts for South African GDP and inflation from six types of models: a general 33-country (large) GVAR, a customised small GVAR for South Africa, a VECM for South Africa with weakly exogenous foreign variables, a BVAR model, autoregressive (AR) models and random walk models. The results show that the forecast performance of the large GVAR is generally superior to the performance of the customised small GVAR for South Africa. The forecasts of both the GVAR models tend to be better than the forecasts of the augmented VECM, especially at longer forecast horizons. Importantly however, on average, the BVAR model performs the best when it comes to forecasting output, while the AR(1) model outperforms all the other models in predicting inflation. We also conduct ex ante forecasts from the BVAR and AR(1) models over 2010:Q1-2012:Q4, to highlight their ability to track turning points in output and inflation respectively.
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1. Introduction

The global vector autoregressive (GVAR) approach to macroeconomic modelling is a multi-
country approach, with a global trade matrix that links individual country models. By allowing
for international trade linkages, it is possible to investigate the transmission of shocks from one
country to another. GVAR forecasts of domestic and foreign variables allow for these global
interaction channels. In our study, we want to determine whether it is necessary to use a GVAR
model when forecasting key domestic variables for South Africa or whether a country-specific
vector error correction model (VECM) augmented with foreign variables, known as a VECX*,
or a Bayesian vector autoregressive (BVAR) model also augmented with foreign variables, for
South Africa would suffice.

We furthermore want to establish whether the GVAR model should include the standard 33
countries (Dées, Di Mauro, Pesaran & Smith, 2007a; 2007b) or whether it could include only a
small subset of countries – the most important trading partners of South Africa – when
forecasting domestic variables. A smaller model could be simpler to specify and to update. One
of the main findings of the GVAR studies highlighted in Di Mauro and Pesaran (2013) is that for
small, open economies one could model only a few countries explicitly in the GVAR to get
reliable forecasts. Assenmacher (2013) models only three trading partners together with
Switzerland in a GVAR to forecast the Swiss economy. The statement that a small GVAR is
sufficient for forecasting makes sense for Switzerland, since trade with the three included trading
partners represents a substantial proportion (around 80 per cent) of Switzerland’s trade with the
countries in the 33-country GVAR. In the case of South Africa, trade with its three main trading
partners represents only 55 per cent of trade with countries in the 33-country GVAR. Given the
much smaller proportion of trade covered by the three main trading partners of South Africa, it is
not clear a priori whether the forecasts of a small GVAR will be as reliable as forecasts of a large
GVAR. It therefore justifies further research.

This paper investigates the forecast performance of GVAR models for the South African
economy. To our knowledge, this is the first study for South Africa that evaluates the forecast
performance of domestic variables with a GVAR model. We also make two contributions to the
international literature. First, we compare the forecasting power of the standard 33-country
GVAR and a customised small GVAR for South Africa to determine whether the key finding in
Di Mauro and Pesaran (2013), as discussed in the previous paragraph, holds for a developing
country like South Africa. Second, we use the time-varying trade weighted approach, rather than
the fixed trade-weighted approach used in previous studies of GVAR forecasting, to account for
the large changes in the trade weights of South Africa’s trading partners over time.

We compare the forecasts of key South African variables for six different models. The first
model is based on a standard 33-country GVAR (Cesa-Bianchi, Pesaran, Rebucci & Xu, 2012; De
Waal & Van Eyden, 2013). The second model is a small GVAR that we customise for South
Africa, by only including models for South Africa and the three main trading partners of the
country. The third model is a cointegrated VAR model with weakly exogenous foreign variables,
known as an augmented VECM or VECX*, for South Africa. It is a simplified version, aligned
with the GVAR models, of the VECX* for South Africa developed by De Waal and Van Eyden
(2014). The fourth model is a BVAR model containing the same variables as the VECX* model,
while the fifth and sixth models are standard benchmark models used for forecast evaluation.
These are univariate autoregressive (AR) and random walk (RW) models.

We generate recursive out-of-sample forecasts from one to eight quarters ahead for all the
models. A comparison of the root mean squared forecast errors (RMSFEs) of the models shows
that the forecast errors of the 33-country GVAR are mostly smaller than the errors of the
customised small GVAR for South Africa. The forecasts of both the GVAR models have
smaller errors than the VECX* for South Africa over longer forecast horizons. Our findings for
South Africa are therefore only partly in line with the findings of Assenmacher (2013) for
Switzerland, since the results do show the advantage of a GVAR model for forecasting, but it
does not prove that a small GVAR is sufficient. It is not surprising that the forecasts of the large
GVAR is better than that of the small GVAR for South Africa as trade with countries included in
the small model only represent around 55 per cent of that of trade with trading partners included
in the 33-country model. The results emphasise the importance of considering sufficient
international trade linkages in macroeconomic modelling. However, and perhaps more
importantly, on average, the BVAR model performs the best when it comes to forecasting
output, while the AR(1) model outperforms all other models in predicting inflation. Therefore,
although it is true that a large GVAR is better suited than a small GVAR in forecasting key
variables in South Africa, it is not necessarily true that there are forecasting gains to be derived
from using a large GVAR model when compared to small-scale BVAR and benchmark AR
models.

The paper is structured as follows: Section 2 provides a summary of the GVAR forecasting
literature, Section 3 includes the methodology of the VECX* and GVAR models, Section 4
comprise the model specifications, Section 5 discusses the forecasting results and Section 6 concludes.

2. Literature review

The literature contains ample studies that evaluate the forecast performance of different models for forecasting the South African economy. Models evaluated for forecast accuracy include VAR, VECM, BVAR and Bayesian VECM (BVECM) models (Gupta & Sichei, 2006; Gupta, 2006; 2007). Gupta and Kabundi (2010; 2011) investigate large-scale Factor Models (FMs) for forecast performance, while Ngoie and Zellner (2012) illustrate the forecasting power of a disaggregated Marshallian macroeconomic model. DSGE models used for forecasting include various closed-economy Dynamic Stochastic General Equilibrium (DSGE) models (Liu & Gupta, 2007; Liu, Gupta & Schaling, 2009; 2010), small open economy New Keynesian DSGE models (Steinbach, Mathuloe & Smit, 2009; Alpanda, Kotzé & Woglom, 2011), small open economy New Keynesian DSGE-VAR model (Gupta & Steinbach, 2013) and a recent closed-economy nonlinear DSGE model (Balciilar, Gupta & Kotzé, 2013).

Some of these models contain only data for South Africa, while the other models incorporate the rest of the world by using the US as a proxy or by including aggregate fixed trade-weighted foreign variables. The FMs include some global series and variables for selected major trading partners (Germany, the UK and the US). None of these models includes time-varying trade-weighted foreign variables to take into account the major change in the trade shares of South Africa’s main trading partners since the mid-1990s.

As far as we know, there is no literature on forecasting domestic variables for South Africa with a GVAR model and for comparing the forecasts with those from VECM or BVAR models augmented with foreign variables, for South Africa. This is the aim of our paper.

The power of GVAR models for forecasting global variables is evident from the literature. In the first GVAR forecasting application, Pesaran, Schuermann and Smith (2009a; 2009b) forecast macroeconomic and financial variables for all 26 regions in the standard 33-country GVAR of Dées et al. (2007a; 2007b). The paper considers short-term (one quarter in advance) and medium-term (four quarters in advance) out-of-sample forecasts. The results show that double-averaged (AveAve) GVAR forecasts, i.e. average forecasts across different GVAR specifications and different estimation windows, generally perform better than benchmark forecasts from
univariate autoregressive and random walk models as well as forecasts from individual GVAR models. Smith (2013) summarises the conclusions of Pesaran et al. (2009a) and reinforces the findings by adding out-of-sample data for another four quarters before re-evaluating the models.

In most of the GVAR forecasting literature, the aim is to forecast variables for all countries in the GVAR or for the main countries in the GVAR. Studies often focus on the assessment of ‘pooling’ methods, such as averaging forecasts over different sample periods, to find the ‘pooling’ method that performs best in forecasting (Assenmacher-Wesche & Geissmann, 2013). Eickmeier and Ng (2011) investigate various weighting structures for the foreign financial variables in the GVAR, for instance the use of inward foreign direct investment weights rather than trade weights, to find the financial weighting scheme with the lowest forecast errors.

The GVAR approach is also a useful tool for nowcasting and for scenario-based forecasting with density forecasts and/or probabilistic forecasts. To nowcast aggregate Euro area GDP growth at a shorter time lag (30 days) than that of the official estimate (45 days), Lui and Mitchell (2013) use a GVAR model with data for all the Euro area countries. Garratt, Lee and Shields (2013) develop a GVAR of actual and expected output for the G7 countries (Canada, France, Germany, Italy, Japan, the UK and the US) that produces reasonable nowcasts of the probability of negative GDP growth in the current period, which could assist policy makers with the early identification of recessions. Greenwood-Nimmo, Nguyen and Shin (2012; 2013) illustrate the effective utilisation of the GVAR approach for scenario-based probabilistic forecasting of macroeconomic variables. Probabilistic forecasts can be determined for single scenarios or for joint scenarios.

In Section 1, we referred to the GVAR forecasting study most relevant to our research, which proves the forecasting power of a small GVAR for Switzerland compared to simpler forecasting models (Assenmacher, 2013). The small Swiss GVAR includes models for Switzerland and three large trading partners: the Euro area, the US and Japan. The Euro area and the US are the two largest trading partners of Switzerland, while Japan is its largest trading partner in Asia. Forecasts of Swiss CPI and GDP from the small GVAR are compared to forecasts from a VECX* model for Switzerland. The study finds that the forecasting performance of the small GVAR is superior to that of the VECX*.

The three trading partners in the small GVAR for Switzerland account for 80 per cent of Switzerland’s average trade between 2007 and 2009 with the countries included in the 33-country GVAR (when compared to an earlier period in the sample, between 2002 and 2004, this figure is
82 per cent). In the case of South Africa, the three main trading partners of South Africa are the Euro area, China and the US. However, since South Africa’s trade with the rest of the world is quite diverse, trade with these countries only represents 55 per cent of South Africa’s average trade covered by the 33-country GVAR from 2007 to 2009 (55 per cent from 2002 to 2004). As mentioned in Section 1, it is not evident that a small GVAR will be sufficient for South Africa, due to the far lower percentage of trade covered by its three main trading partners compared to the percentage of trade covered by the three trading partners in the small GVAR for Switzerland.

We loosely follow the approach of Assenmacher (2013), which is a summary of the research in Assenmacher-Wesche and Geissmann (2013), but we tailor it for South Africa. An addition in our paper is the comparison of forecasts from both a large GVAR, with 33 countries (26 regions when the Euro area countries are grouped together), and a customised small GVAR for South Africa, with eleven countries (four regions when the Euro area countries are combined). This enables the comparison of forecasts of a large GVAR with those of a small GVAR for South Africa. In addition we compare the forecasting ability of these two models with that of small-scale VECX*, BVAR, and benchmark AR and RW models.

Due to large shifts in the trade weights of South Africa’s trading partners over the past two decades, we use the time-varying trade-weighted approach to create the foreign data for estimating and solving the models, rather than the fixed trade-weighted approach followed by Assenmacher (2013). For forecasting, the trade weights are assumed to remain constant at the last available values at the time of the model estimation.

3. Methodology

Section 3.1 describes the methodology for building a country-specific VECX* model, such as the South African VECX* developed by De Waal and Van Eyden (2014) and the simpler version adopted in this paper. Section 3.2 discusses the methodology for building GVAR models, like the small and large GVAR models in this study. A GVAR model includes country-specific VECX* models for each of the countries in the global model, thus the GVAR methodology builds on the VECX* methodology. We use the explanation and notation of Di Mauro and Smith (2013).
3.1 **Country-specific VECX* model**

Garratt, Lee, Pesaran and Shin (2006) document the VECX* approach in detail. We provide an overview of the approach.

A VARX*(ρ, q) model is a vector autoregressive (VAR) model with weakly exogenous (X) foreign (*) variables. The lag orders of the domestic and foreign variables, respectively ρ and q, are selected using the Akaike information criterion (AIC) or the Schwarz Bayesian criterion (SBC). Suppose ρ and q are both two. The VARX*(2,2) structure, including a constant and a trend is:

\[
x_j = a_0 + a_1 t + \Phi_1 x_{j-1} + \Phi_2 x_{j-2} + \Lambda_0 x^*_j + \Lambda_1 x^*_{j-1} + \Lambda_2 x^*_{j-2} + u_j,
\]

where \( t = 1, 2, \ldots, T \) represents the time periods, \( x_j \) is a \( k \times 1 \) vector of domestic \( I(1) \) variables, \( x^*_j \) is a \( k^* \times 1 \) vector of country-specific foreign \( I(1) \) variables and \( u_j \) is a process with no serial correlation.

To compute the foreign variables (\( x^*_j \)), fixed or time-varying trade weights are used to combine the relevant data of the foreign countries (\( j = 0, 1, 2, \ldots, N \)) using the formula

\[
x^*_j = \sum_{j'=0}^{N} w_{j'} x_{j'},
\]

where \( w_{j'} \) is the trade share of country \( j \) in the trade (average of exports and imports) of the domestic country. The trade share of the domestic country with itself is zero and the trade shares of the foreign countries with the domestic country sum to one (100 per cent).

The domestic variables (\( x_j \)) are endogenous, while the foreign variables (\( x^*_j \)) are assumed to be weakly exogenous (long-run forcing for the domestic variables) in the VECX*. This means that foreign variables do affect domestic variables in the long term, but the opposite is not true, hence domestic variables cannot affect foreign variables in the long term. This assumption is sensible for small open economies, such as South Africa.

The number of cointegrating relations, known as the rank, of the VARX* in equation (1) is selected based on the trace statistic. A potential VECX* for equation (1) is
\[ \Delta x_t = c_0 - \alpha \beta' [z_{t-1} - \gamma(t-1)] + \Lambda_0 \Delta x_t^* + \Gamma \Delta x_{t-1} + u_t, \]  
(3)

with \( z_t = (x_t', x_t'^*)' \), \( \alpha \) a \( k \times r \) matrix with the speed of adjustment coefficients and \( \beta \) a \((k + k^*) \times r \) matrix with the cointegrating vectors. We can rewrite the \( r \) error-correction terms of equation (3) using \( \beta = (\beta_x', \beta_{x*}')' \) as

\[ \beta'(z_t - \gamma t) = \beta_x' x_t + \beta_{x*}' x_t^* - (\beta' \gamma) t. \]  
(4)

The long-run multiplier matrix of a normal VECM is \( \alpha \beta' = \Pi \). However, we know that the foreign variables are assumed weakly exogenous or long-run forcing for the domestic variables. If \( \Pi \) is separated as \( \Pi = (\Pi_x, \Pi_{x*}) \), the weak exogeneity assumption implies that \( \Pi_{x*} = 0 \).

As a result the long-run multiplier matrix of the VECX* in equation (3) is \( \alpha \beta' = \Pi_x \). This further signifies that the marginal or sub-system VECM for the weakly exogenous foreign variables does not contain the cointegrating vectors of the overall VECX* model since \( \Pi_{x*} = 0 \) (Pesaran et al., 2000). Equation (5) shows the marginal equations for the foreign variables.

\[ \Delta x_t^* = \sum_{j=1}^{p-1} \Gamma_{x*} \Delta z_{t-j} + a_{x*0} + u_{x*}. \]  
(5)

### 3.2 GVAR model

This section contains a brief description of the GVAR model developed by Pesaran, Schuermann and Weiner (2004), Garratt, Lee, Pesaran and Shin (2006), Pesaran and Smith (2006), and Dées et al. (2007a; 2007b).

In a GVAR system, the domestic and foreign variables are determined endogenously. A GVAR therefore includes country-specific VECX* models for each of the countries \((i = 0, 1, 2, \ldots, N)\) in the global model, with country 0 the reference country. The \( N + 1 \) individual VECX* models are all estimated over the time period \( t = 1, 2, \ldots, T \).

The approach described in Section 3.1 is used to develop each of these country-specific models, with \( x_{it} \) a \( k_i \times 1 \) vector of endogenous \( I(1) \) domestic variables and \( x^*_{it} \) a \( k^*_i \times 1 \) vector of weakly
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exogenous $I(1)$ foreign variables. The number of domestic and foreign variables ($k_i$ and $k_i^*$) can differ across countries. Global variables (e.g. the oil price) are endogenous in the model of the dominant country, but weakly exogenous in all the other country models. The dominant or reference country in the GVAR is the US since it dominates global financial markets.

The foreign variables ($x_i^*$) for each country $i$ are calculated from the domestic variables of the other countries in the system:

$$x_i^* = \sum_{j=0}^{N} w_{ij} x_{j},$$

where $w_{ij}$ are fixed or time-varying trade weights that reflect the trade share of country $j$ (with $j = 0, 1, 2, \ldots, N$) in the trade (average of exports and imports) of country $i$. The predetermined weights satisfy the conditions $w_{ii} = 0$ and $\sum_{j=0}^{N} w_{ij} = 1$.

The ‘curse of dimensionality’ associated with VAR models is avoided due to the weak exogeneity assumption, which allows for the estimation of individual VECX* models for all the countries before solving the GVAR simultaneously to obtain all the endogenous variables ($k = \sum_{i=0}^{N} k_i$).

To derive the GVAR solution, we write the VARX*(2,2) from equation (1) as

$$A_{i0} z_{i\prime} = a_{i0} + a_{i1} t + A_{i1} z_{i\prime-1} + A_{i2} z_{i\prime-2} + u_{i\prime},$$

where $i = 0, 1, 2, \ldots, N$ represent the $N + 1$ countries, $z_{i\prime} = (x_{i\prime}, x_{i\prime}^*)'$, $A_{i0} = (I_{k_i}, -A_{j0})$, $A_{i1} = (\Phi_{i1}, A_{i1})$ and $A_{i2} = (\Phi_{i2}, A_{i2})$.

Equation (7) is rewritten as

$$A_{i0} W_{ij} x_{j\prime} = a_{i0} + a_{i1} t + A_{i1} W_{ij} x_{j\prime-1} + A_{i2} W_{ij} x_{j\prime-2} + u_{i\prime},$$
by means of the identity \( z_{ij} = W_j x_i \), where \( x_i = (x_{i0}, x_{i1}, K, x_{iN_i}) \)' is a \( k \times 1 \) vector of endogenous variables and \( W_j \) is a \((k_j + k_j') \times k \) trade link matrix based on the country-specific trade weights \( w_{ij} \).

The individual country models from equation (8) are stacked to get a model of the endogenous variables \( x_i \):

\[
G_0 x_i = a_0 + a_1 x_{i-1} + G_2 x_{i-2} + u_i, \tag{9}
\]

where \( G_0 = \begin{pmatrix} A_{00} W_0 \\ A_{10} W_1 \\ M \\ A_{N0} W_N \end{pmatrix}, \; a_0 = \begin{pmatrix} a_{00} \\ a_{10} \\ M \\ a_{N0} \end{pmatrix}, \; a_1 = \begin{pmatrix} a_{01} \\ a_{11} \\ M \\ a_{N1} \end{pmatrix}, \; G_1 = \begin{pmatrix} A_{01} W_0 \\ A_{11} W_1 \\ M \\ A_{N1} W_N \end{pmatrix}, \; G_2 = \begin{pmatrix} A_{02} W_0 \\ A_{12} W_1 \\ M \\ A_{N2} W_N \end{pmatrix} \)

and

\[
u_i = \begin{pmatrix} u_{0i} \\ u_{1i} \\ M \\ u_{Ni} \end{pmatrix}.
\]

\( G_0 \) is a known non-singular matrix. As a result, we can premultiply equation (9) by \( G_0^{-1} \) to obtain the final GVAR(2) model:

\[
x_i = b_0 + b_1 x_{i-1} + F_2 x_{i-2} + \varepsilon_i, \tag{10}
\]

where \( b_0 = G_0^{-1} a_0, \; b_1 = G_0^{-1} a_1, \; F_1 = G_0^{-1} G_1, \; F_2 = G_0^{-1} G_2 \) and \( \varepsilon_i = G_0^{-1} u_i \).

Equation (10) is solved recursively, normally without restrictions on the covariance matrix of the error terms \( \Sigma_\varepsilon = E(\varepsilon_i, \varepsilon_j) \)

4 Model specifications

The data for all the models are from the ‘2009 Vintage’ GVAR database of the GVAR Toolbox 1.1 (Smith & Galesi, 2011), which contains data from 1979Q2 to 2009Q4 for 33 countries that
account for around 90 per cent of world output. Technical Appendix B of the GVAR Toolbox 1.1 User Guide, compiled by Smith and Galesi (2011), provides detailed information about the data and the data sources.

The country-specific foreign variables for the relevant models are created with three-year moving-average trade-weighted data of the relevant countries.

Data from 1979Q2 to 2004Q4 represent the in-sample period, while the out-of-sample forecast period is from 2005Q1 to 2009Q4. For the in-sample solution, three-year moving-average trade-weights up to 2004 are used. For the out-of-sample recursive forecasts for 2005, the average trade weights between 2002 and 2004 determine the 2005 forecasts. For the recursive estimations, the trade weights are extended when new annual trade weights would have been available. For example, for the out-of-sample recursive forecasts for 2006, the average trade weights between 2003 and 2005 determine the solution, and for the 2009 forecasts, the average trade weights between 2006 and 2008 determine the solution.

4.1 GVAR models

We estimate two GVAR models using data from 1979Q1 to 2004Q4. We compare recursive out-of-sample forecasts up to eight quarters ahead with the actual data from 2005Q1 to 2009Q4.

First, we estimate a 33-country GVAR, referred to as the ‘large GVAR’. Since the eight Euro area countries from the GVAR database are grouped into a region, it is effectively a 26-region GVAR. The Euro area countries include Austria, Belgium, Finland, France, Germany, Italy, the Netherlands and Spain. We consider the model specification of Cesa-Bianchi et al. (2012), which was also used by De Waal and Van Eyden (2013), but due to the different estimation period (up to 2004Q4 and not 2009Q4); we adjust the specification to find a stable model.

Second, we estimate a customised small GVAR model for South Africa, to which we refer as the ‘small GVAR’. The customised model only includes data for South Africa and its three main trading partners. The highest average trade weights from 2005 to 2009 determine the key trading partners. These trading partners are the Euro area, China and the US. The GVAR thus includes four regions with 11 countries: South Africa, China, the US and the eight Euro area countries.
The foreign variables of the large and small GVARs are not the same. For the countries of each model, the foreign variables are calculated by weighting the foreign data of the countries in the specific GVAR with the relevant three-year moving-average trade shares of those countries. The Weighted-Symmetric augmented Dickey Fuller (WS-ADF) unit root test results show that most of the variables are \( I(1) \). In line with previous GVAR studies, we therefore assume that all the variables are \( I(1) \).

Table 1 summarises the variables that are included in the country-specific VARX* models of the large (26-region) and small (four-region) GVARs.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All countries excluding US</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td>Real GDP</td>
<td>( y_{it} )</td>
<td>( y_{it}^* )</td>
</tr>
<tr>
<td>Inflation</td>
<td>( \pi_{it} )</td>
<td>( \pi_{it}^* )</td>
</tr>
<tr>
<td>Real exchange rates</td>
<td>( \varphi_{it}^* = e_{it} - p_{it}^* )</td>
<td>( - )</td>
</tr>
<tr>
<td>Short-term interest rates</td>
<td>( \rho_{it}^S )</td>
<td>( \rho_{it}^S^* )</td>
</tr>
<tr>
<td>Long-term interest rates</td>
<td>( \rho_{it}^L )</td>
<td>( \rho_{it}^L^* )</td>
</tr>
<tr>
<td>Oil price</td>
<td>-</td>
<td>( p_{oil} )</td>
</tr>
</tbody>
</table>

The domestic variables are real GDP \( (y_{it}) \), inflation \( (\pi_{it}) \), real exchange rates \( (\varphi_{it}) \), short-term interest rates \( (\rho_{it}^S) \) and long-term interest rates \( (\rho_{it}^L) \). Real exchange rates are nominal exchange rates minus domestic prices \( (\varphi_{it} = e_{it} - p_{it}) \). The foreign variables that are calculated for each country and for each model are foreign real GDP \( (y_{it}^*) \), foreign inflation \( (\pi_{it}^*) \), foreign short-term interest rates \( (\rho_{it}^S^*) \) and foreign long-term interest rates \( (\rho_{it}^L^*) \). The global variable, the oil price \( (p_{oil}^*) \), is added as weakly exogenous in all country VARX* models except for the US VARX* model.

---

1 The results of the WS-ADF test are available from the authors on request.

2 The real exchange rate definition differs from the usual definition of \( (e \sim p \sim p^*) \). The definition used here is standard to the GVAR literature (for example Pesaran et al., 2004; Pesaran & Smith, 2006; Dées et al., 2007a; Eickmeier & Ng, 2011; Cesa-Bianchi et al., 2012; Asenmacher-Wesche & Geismann, 2013). The definition enables the separation of the domestic (endogenous) variables from the foreign (weakly exogenous) variables, which is important in VECX* and GVAR models.
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The US specification differs from that of the other countries, since it is the dominant country in the model. The domestic (endogenous) variables for the US are GDP, inflation, short-term interest rates, long-term interest rates and the oil price. The foreign (weakly exogenous) variables for the US are foreign GDP \(y_{US,t}^*\), foreign inflation \(\pi_{US,t}^*\), foreign exchange rates \(e_{US,t}^*\) and foreign short-term interest rates \(r_{US,t}^*\). The foreign long-term interest rate of the US cannot be included, as it is not weakly exogenous in the US VARX* due to the prominence of the US bond market in global financial markets.

Table 2 provides the final model specification for the large GVAR, with the domestic lag order \(p\), the foreign lag order \(q\) and the rank for each of the individual VARX* models.

<table>
<thead>
<tr>
<th>Country</th>
<th>(p)</th>
<th>(q)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Australia</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Brazil</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Canada</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Chile</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>China</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Euro area</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>India</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Japan</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Korea</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Malaysia</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mexico</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>New Zealand</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Norway</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Peru</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Philippines</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Singapore</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>South Africa</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Switzerland</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Thailand</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Turkey</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>United States</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The AIC determines the number of lags for the domestic variables \(p\) and the number of lags for the foreign variables \(q\) for the individual VARX* models. Maximum lag orders of respectively two and one are considered for \(p\) and \(q\). The rank (i.e. the number of cointegrating vectors) for each of the country models is chosen from the trace statistics (refer to Table 7 in Section A.1 in the appendix).

To determine whether the model is stable, we analyse the persistence profiles and generalised impulse response functions. Persistence profiles (PPs) trace the effects over time of a system shock on all the cointegrating vectors in the GVAR. PPs should converge to zero to indicate a return to the long-run equilibrium. If a PP does not converge to zero, the related vector is not a cointegrating vector. We reduce the ranks chosen by the trace statistics for countries with non-converging persistence profiles. For the final model specification of the large GVAR, the
reductions in the number of cointegrating vectors are as follows: from three to one (Canada, Korea and Peru) and from two to one (Indonesia, Japan, New Zealand, Philippines, Saudi Arabia, Singapore, South Africa, Thailand, UK and US). Figure 3 in Section A.3 in the appendix illustrates the PPs for the final specification of the large GVAR.

Generalised impulse response functions (GIRFs) plot the impact over time of a one standard error shock to specific variables on all the variables in the system. If GIRFs do not stabilise over time, there could be misspecification in the GVAR (Smith, 2011). To avoid volatile and unstable GIRFs, we reduce the number of domestic lags for Argentina, Malaysia, Norway and Sweden from two to one. Malaysia initially had no cointegrating vectors in its country model, but after the increase in the number of domestic lags for Malaysia, the rank changed to one.

Weak exogeneity tests on the foreign and global variables in the country-specific VARX* models of the large GVAR support the assumption of weak exogeneity, since the null hypothesis of weak exogeneity is only rejected for three of the 129 variables at a five per cent level of significance. Table 9 in Section A.2 in the appendix contains the results.

The country-specific VECX* models are estimated with an unrestricted trend and a trend restricted to lie in the cointegrating space, whereafter the GVAR is solved for recursive one-step to eight-steps ahead forecasts from 2005Q1 to 2009Q4.

Table 3 specifies the domestic lag order \( (p_d) \), the foreign lag order \( (q_f) \) and the rank for each of the country-specific VARX* models in the small GVAR.

<table>
<thead>
<tr>
<th>Country</th>
<th>( p_d )</th>
<th>( q_f )</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Euro area</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>South Africa</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>United States</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

We use the AIC to determine the number of lags for the domestic \( (p_d) \) and foreign \( (q_f) \) variables for the country-specific VARX* models, starting with maximum lag orders of respectively two and one. China has a VARX*(1,1) specification according to the AIC, while the Euro area, South Africa and the US have VARX*(2,1) specifications. To reduce serial correlation in the VARX* for China, we adjust its specification to VARX*(2,1).
Based on the trace statistic results (refer to Table 8 in Section A.1 in the appendix), the model for the Euro area has no cointegrating vectors, the models for China and South Africa have one cointegrating vector each, and the model for the US has four cointegrating vectors. When increasing the rank for the Euro model from zero to one, the PP of the imposed cointegrating vector of the Euro area converges fast. This indicates that the Euro area model does indeed have one cointegrating vector. Since the PP of the US shows non-convergent behaviour with a rank higher than one, we reduce the rank from three to one to avoid misspecification. Figure 4 in Section A.3 in the appendix contains the PPs for the final model specification of the small GVAR.

Weak exogeneity tests are performed on the variables that are assumed to be weakly exogenous in the small GVAR. The results in Table 10 in Section A.2 in the appendix show that the assumption of weak exogeneity holds for all the relevant variables.

The country-specific VECX* models are estimated with an unrestricted trend and a trend that is restricted to lie within the cointegrating space. The GVAR is then solved recursively to get one-step to eight-steps ahead forecasts from 2005Q1 to 2009Q4.

4.2 VECX* model

The VECX* model incorporates quarterly domestic and time-varying trade-weighted foreign data for South Africa from 1979Q2 to 2004Q4. As with the GVAR models, we compare recursive out-of-sample forecasts up to eight quarters ahead with the data from 2005Q1 to 2009Q4.

For consistency, we use the same variables used for the GVARs for the South African VECX* (see Table 1). We also use the same specification, with one lag for the domestic variables, one lag for the weakly exogenous foreign variables and a rank of one.

The marginal models of the weakly exogenous foreign variables of the VECX* are used to forecast out-of-sample values for the foreign variables. The marginal models are all VAR(1), that is VAR models of order one. The forecasts for the domestic variables are computed based on the forecasted exogenous variables.
4.3 BVAR model

The vector autoregressive (VAR) model, though ‘atheoretical’, is particularly useful for forecasting purposes. An unrestricted VAR model, as suggested by Sims (1980), can be written as follows:

$$y_t = A_0 + A(L) y_t + \varepsilon_t$$ (11)

where $y$ is a ($n \times 1$) vector of variables being forecasted, which in our case are the same variables used in the country-specific VARX* models of the GVARs; $A(L)$ is a ($n \times n$) polynomial matrix in the backshift operator $L$ with lag length $p = 2$ (as in the VARX*), i.e. $A(L) = A_1 L + A_2 L^2 + \ldots \ldots + A_p L^p$; $A_0$ is a ($n \times 1$) vector of constant terms, and $\varepsilon$ is a ($n \times 1$) vector of error terms. In our case, we assume that $\varepsilon \sim N(0, \sigma^2 I_n)$, where $I_n$ is a $n \times n$ identity matrix.

Note that the VAR model generally uses equal lag length for all the variables of the model. One drawback of VAR models is that many parameters need to be estimated, some of which may be insignificant. This problem of overparameterization, resulting in multicollinearity and a loss of degrees of freedom, leads to inefficient estimates and possibly large out-of-sample forecasting errors. One solution, often adapted, is simply to exclude the insignificant lags based on statistical tests. Another approach is to use a near VAR, which specifies an unequal number of lags for the different equations.

However, an alternative approach to overcoming this overparameterization, as described in Litterman (1981), Doan, Litterman and Sims (1984), Todd (1984), Litterman (1986), and Spencer (1993), is to use a BVAR model. Instead of eliminating longer lags, the Bayesian method imposes restrictions on these coefficients by assuming that they are more likely to be near zero than the coefficients on shorter lags. However, if there are strong effects from less important variables, the data can override this assumption. The restrictions are imposed by specifying normal prior distributions with zero means and small standard deviations for all coefficients with the standard deviation decreasing as the lags increase. Where the data exhibits non-stationary characteristics, the coefficient on the first own lag of a variable has a mean of unity. This procedure is popularly referred to as the ‘Minnesota prior’ due to its development at the University of Minnesota and the Federal Reserve Bank at Minneapolis, Minnesota.
Formally, as discussed above, the means and variances of the Minnesota prior take the following form:

$$\beta_i \sim N(1, \sigma_{\beta_i}^2) \text{ and } \beta_j \sim N(0, \sigma_{\beta_j}^2)$$

(12)

where $\beta_i$ denotes the coefficients associated with the lagged dependent variables in each equation of the VAR, while $\beta_j$ represents any other coefficient. In the belief that lagged dependent non-stationary variables are important explanatory variables, the prior means corresponding to them are set to unity, given that, as seen from equation (12), the distribution a priori is centered around a random walk. However, for all the other coefficients, $\beta_j$, in a particular equation of the VAR, a prior mean of zero is assigned to suggest that these variables are less important to the model. Note that for the BVAR model, non-stationarity is not an issue, since Sims, Stock and Watson (1990) indicates that the likelihood function has the same Gaussian shape regardless of the presence of non-stationarity. However, following Banbura, Giannone and Reichlin (2010) and Bloor and Matheson (2010), for the variables in the panel that are stationary (namely, the inflation rate, $x_{it}$, and the short-term interest rate, $\rho_{it}^y$), we set a white-noise prior, i.e. $\bar{\beta}_i = 0$, otherwise, we impose the random walk prior implying that: $\bar{\beta}_i = 1$.

The prior variances $\sigma_{\beta_i}^2$ and $\sigma_{\beta_j}^2$, specify uncertainty about the prior means $\bar{\beta}_i = 1$ (or 0), and $\bar{\beta}_j = 0$, respectively. Because of the overparameterization of the VAR, Doan et al. (1984) suggested a formula to generate standard deviations as a function of small numbers of hyperparameters: $w$, $d$, and a weighting matrix $f(i, j)$. This approach allows the forecaster to specify individual prior variances for a large number of coefficients based on only a few hyperparameters. The specification of the standard deviation of the distribution of the prior imposed on variable $j$ in equation $i$ at lag $m$, for all $i, j$ and $m$, defined as $\sigma_{i,j,m}$, can be specified as follows:

$$\sigma_{i,j,m} = \left[w \times g(m) \times f(i, j)\right] \frac{\hat{\sigma}_i}{\hat{\sigma}_j}$$

(13)

with $f(i, j) = 1$, if $i = j$ and $k_y$ otherwise, with $(0 \leq k_y \leq 1)$, $g(m) = m^{-d}, d > 0$. Note that $\hat{\sigma}_i$ is the estimated standard error of the univariate autoregression for variable $i$. The ratio $\hat{\sigma}_i / \hat{\sigma}_j$ scales
the variables to account for differences in the units of measurement. The term \( w \) indicates the overall tightness, and is also the standard deviation on the first own lag, with the prior getting tighter as we reduce the value. The parameter \( g(m) \) measures the tightness on lag \( m \) with respect to lag 1, and is assumed to have a harmonic shape with a decay factor of \( d \), which tightens the prior on increasing lags. The parameter \( f(i, j) \) represents the tightness of variable \( j \) in equation \( i \) relative to variable \( i \), and by increasing the interaction, i.e. the value of \( k_y \), we can loosen the prior. Given that we have domestic as well as world variables within our dataset, where domestic variables would have minimal, if any, effect on world variables, while world variables influence domestic variables, we use a weighting scheme for \( k_y \). Following Kinal and Ratner (1986) and Shoesmith (1992), the weight of a world variable in a world equation, as well as a domestic equation, is set at 0.6. The weight of a domestic variable in the other domestic equations is then fixed at 0.1 and its weight in a world equation is set at 0.01. Finally, the weight of the domestic variable in its own equation is 1.0. These weights are in line with Litterman’s circle-star approach, where star (world) variables affect both star and circle (domestic) variables, and circle variables primarily influence only other circle variables.\(^3\) We follow Banbura et al. (2010), Bloor and Matheson (2010) and De Mol, Giannone and Reichlin (2008) in setting the value of the overall tightness parameter to obtain a desired average fit for the two variables of interest (real GDP and the inflation rate) in the in-sample period (1979:Q2 to 2004:Q4). The optimal value of \( w(\text{Fit}) \) (=0.2114) obtained in this fashion is then retained for the entire evaluation period. Note that following Banbura et al. (2010) and Bloor and Matheson (2010), the value of \( d \) is set equal to 1.0. Specifically, for a desired \( \text{Fit}, w \) is chosen as follows:

\[
w(\text{Fit}) = \arg \min_w \left[ \text{Fit} - \frac{1}{2} \sum_{i=1}^{2} \text{MSFE}_i^w \right] \tag{14}
\]

where \( \text{MSFE}_i^w = \frac{1}{T_0 - p - 1} \sum_{t=p}^{T_0-1} (y_{i,t+p} - y_{i,t})^2 \)

Hence, the one-step-ahead mean squared forecast error (MSFE) evaluated using the training sample \( t = 1, \ldots, T_0-1 \), with \( T_0 \) being the beginning of the sample period and \( p \) being the order of the VAR. \( \text{MSFE}_i^0 \) is the MSFE of variable \( i \) with the prior restriction imposed exactly \( (w = 0) \),

\(^3\) We experimented with higher and lower interaction values, in comparison to those specified above, to the star variables in both the star and circle equations, but the rank ordering of the alternative forecasts remained the same.
while the baseline \textit{Fit} is defined as the average relative \textit{MSFE} from an OLS-estimated VAR containing the two variables, i.e.:

$$\text{Fit} = \frac{1}{2} \sum_{i=1}^{M} \frac{\text{MSFE}_{i}}{\text{MSFE}_{i}}. \hspace{1cm} (15)$$

Finally, once the priors have been specified, the BVAR model is estimated using Theil's (1971) mixed estimation technique. Specifically, suppose we denote a single equation of the VAR model as: $y_i = XA + \varepsilon_i$, with $Var(\varepsilon_i) = \sigma^2 I$, where the matrix $X$ denotes the lagged values of $y_{ij}$ and the vector $A$ denotes the coefficients $a_{i,m}(l)$, with $l$ being the lag operator, on the lagged values of $y_{ij}$. The stochastic prior restrictions for this single equation can then be written as:

$$
\begin{bmatrix}
M_{111} & \left[ \frac{\sigma}{\sigma_{111}} \right] & 0 & \ldots & 0 \\
M_{112} & 0 & \frac{\sigma}{\sigma_{112}} & \ldots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
M_{\text{sup}} & 0 & 0 & \ldots & 0 & \frac{\sigma}{\sigma_{\text{sup}}} \\
\end{bmatrix}
\begin{bmatrix}
a_{111} \\
a_{112} \\
\vdots \\
a_{\text{sup}} \\
\end{bmatrix}
= 
\begin{bmatrix}
u_{111} \\
u_{112} \\
\vdots \\
u_{\text{sup}} \\
\end{bmatrix}.
\hspace{1cm} (16)
$$

Note, $Var(u) = \sigma^2 I$ and the prior means $M_{ijw}$ and the prior standard deviation $\sigma_{ijw}$ take the forms shown in equations (12) and (13), with equation (16) written as:

$$r = RA + \mu \hspace{1cm} (17)$$

and the estimates for a typical equation are derived as follows:

$$\hat{A} = (X'X + R'R)^{-1}(X'\hat{y}_{i} + R'r) \hspace{1cm} (18)$$

Essentially then, the method involves supplementing the data with prior information on the distribution of the coefficients. The number of observations and degrees of freedom are increased by one in an artificial way, for each restriction imposed on the parameter estimates. The loss of degrees of freedom due to over-parameterization associated with a classical VAR model is, therefore, not a concern in the BVAR. Note, we compute point forecasts using the posterior mean of the parameters. Specifically, the point estimate of the one-step-ahead forecast
is computed as:  \( \hat{A}_{t}^{(n,mo)} = \hat{A}_{0}^{(n,mo)} + \hat{A}_{1}^{(n,mo)} y_{t-1} + \ldots + \hat{A}_{p}^{(n,mo)} y_{t-p+1} \), with the \( b \)-step ahead forecasts being computed recursively over 2005:Q1-2009:Q4, where \( \hat{A}_{i}^{(m,d,mo)} \), \( I = 0, \ldots, p \) being the posterior mean of the constant and the autoregressive coefficients corresponding to a model \( m_{o} \) given the hyperparameters of the models.

### 4.4 Univariate AR and random walk models

Univariate AR and random walk (RW) models are estimated for real GDP and inflation respectively from 1979Q2 to 2004Q4. Recursive out-of-sample forecasts are then determined from 2005Q1 to 2009Q4, each time for a forecast horizon \( (h) \) up to eight quarters. These simple models are often used in the literature as benchmark models as their forecasts are “surprisingly hard to beat” (Pesaran et al., 2009a; Smith, 2013). The use of an AR(1) model specifically for South Africa has also been stressed recently by Gupta, Kanda, Modise and Paccagnini (forthcoming).

An AR(1) model specification, thus an AR model with a lag order of one, without a trend proves best for both the real GDP and inflation from 1979Q2 to 2004Q4. The AR(1) specifications for real GDP \( (y_{t}) \) and inflation \( (\pi_{t}) \) are

\[
y_{t} = \alpha_{y} + \beta_{y} y_{t-1} + \epsilon_{t} \quad \text{and} \quad \pi_{t} = \alpha_{\pi} + \beta_{\pi} \pi_{t-1} + \epsilon_{t},
\]

while the forecast equations for real GDP \( (y_{t+h/1}) \) and inflation \( (\pi_{t+h/1}) \) are

\[
y_{t+h/1} = \hat{\alpha}_{y} + \hat{\beta}_{y} y_{t-h-1} \quad \text{and} \quad \pi_{t+h/1} = \hat{\alpha}_{\pi} + \hat{\beta}_{\pi} \pi_{t-h-1}.
\]

For the sample period from 1979Q2 to 2004Q4, a RW with a drift fits the real GDP series the best. A RW without a drift fits the inflation series well. The RW model specifications for real GDP and inflation respectively are

\[
y_{t} = \mu_{y} + y_{t-1} + \epsilon_{t} \quad \text{and} \quad \pi_{t} = \pi_{t-1} + \epsilon_{t},
\]

while the forecast equations for real GDP and inflation are

\[
y_{t+h/1} = b \mu_{y} + y_{t} \quad \text{(where } \hat{\mu}_{y} \text{ is estimated using } \Delta y_{t} = \mu_{y} + \epsilon_{t}) \quad \text{and} \quad \pi_{t+h/1} = \pi_{t}.
\]
5 Forecast evaluation

We compare the root mean squared forecast errors (RMSFEs)\(^4\) of all the models to determine which model provides the best forecasts of two key South African variables: GDP and inflation\(^5\). The RMSFEs for one-quarter ahead up to eight-quarters ahead are calculated for the recursive out-of-sample forecasts from 2005Q1 to 2009Q4. The absolute RMSFEs in percentage terms are shown for the RW models, while RMSFE measures for all other models are expressed relative to that of the RW model.

Table 4 compares the RMSFEs for South African GDP at different forecast horizons for the six models. The RW model is taken as the benchmark model and RMSFE measures for all models are expressed relative to this model.

<table>
<thead>
<tr>
<th>Models</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>RW</td>
<td>1.0003</td>
<td>1.8487</td>
<td>2.5941</td>
<td>3.2754</td>
<td>3.8265</td>
<td>4.2368</td>
<td>4.6799</td>
<td>5.1318</td>
<td>3.3242</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.9437</td>
<td>0.9893</td>
<td>1.0357</td>
<td>1.0630</td>
<td>1.0624</td>
<td>1.0272</td>
<td>1.0069</td>
<td>1.0239</td>
<td></td>
</tr>
<tr>
<td>Large GVAR</td>
<td>0.6945</td>
<td>0.7262</td>
<td>0.7682</td>
<td>0.7706</td>
<td>0.7988</td>
<td>0.8229</td>
<td>0.7898</td>
<td>0.8044</td>
<td>0.7719</td>
</tr>
<tr>
<td>Small GVAR</td>
<td>0.6938</td>
<td>0.7854</td>
<td>0.8448</td>
<td>0.8405</td>
<td>0.8550</td>
<td>0.8543</td>
<td>0.8118</td>
<td>0.8473</td>
<td>0.8166</td>
</tr>
<tr>
<td>VECX(^*)</td>
<td>0.6067</td>
<td>0.6513</td>
<td>0.7169</td>
<td>0.7569</td>
<td>0.8278</td>
<td>0.8686</td>
<td>0.8591</td>
<td>0.8957</td>
<td>0.7729</td>
</tr>
<tr>
<td>BVAR</td>
<td>0.5301</td>
<td>0.6093</td>
<td>0.7120</td>
<td>0.7928</td>
<td>0.8534</td>
<td>0.8468</td>
<td>0.7628</td>
<td>0.6704</td>
<td>0.7222</td>
</tr>
</tbody>
</table>

Note: Entries corresponding to the RW model are RMSFEs in percentages, while the entries corresponding to the other models are RMSEs of the specific model relative to the RMSE of the RW model for a specific horizon (h).

Overall, the BVAR model outperforms all other models, with an average RMSFE of only 72 per cent of that of the RW model, even though the VECX\(^*\) model performs better than the BVAR model at a four-period forecasting horizon and the large GVAR at a five and six-period horizon. The forecasts of the large GVAR are consistently more accurate than that of the small GVAR, as can be seen from the lower RMSFE measures for the large GVAR model. On average, the RMSFE of the large GVAR model is only 77 per cent of that of the RW model, while the small

\(^4\) The \(h\)-quarter ahead forecast error for each variable of each model is \(\epsilon_t^h = y_t + h - \hat{y}_{t+h}\), where \(y_t\) is the actual value of the variable and \(\hat{y}_{t+h}\) is the forecast of the variable. The \(h\)-quarter ahead RMSFE is:

\[
RMSFE(h, R) = 100 \sqrt{\frac{1}{R} \sum_{t=1}^{R + h - 1} \epsilon_t^2},
\]

with \(R\) the forecast sample size.

\(^5\) If we use the fixed trade-weighted approach instead of the time-varying trade-weighted approach, the forecast rankings of the models in our study are different. This is unsurprising – if the substantial change in trade weights, especially towards the end of the sample, is ignored, the results could be misleading.
GVAR’s RMSFE is on average equal to 82 per cent of that of the RW model. Although the VECX* seems to outperform the large GVAR model in the first four quarters, the large GVAR provides better forecasts in the subsequent four quarters (five to eight quarters ahead). The forecasts of both the small and large GVARs are better than that of the VECX* in the last three quarters. The simple AR(1) model, which can also be considered a benchmark model for forecasting GDP, is less accurate than the RW model at all horizons three periods and beyond.

Table 5 compares the RMSFEs for South African inflation. The forecasts of the large GVAR are more accurate than the forecasts of the small GVAR up to a five-quarter horizon. Thereafter, the small GVAR forecasts appear better than that of the large GVAR. The VECX* provide marginally better forecasts than the GVAR models in the first two quarters, but thereafter the VECX* is outperformed by firstly the large GVAR and then both the large and small GVARs. For forecasts up to three quarters ahead, the benchmark RW and AR(1) models produce more accurate forecasts than the GVAR models, the VECX* and the BVAR model. Thereafter, all the other models, except for the BVAR model, outperform the RW model. From a forecast horizon of four quarters or more, the AR(1) model produces the best forecasts. Overall, the AR(1) model has the best forecasting ability, followed by the large GVAR model. The good forecast performance of the AR(1) is in line with expectations, due to inflation being highly autoregressive in nature. If inflation is the only series to forecast, an AR(1) model would be better, but if the aim is to forecast additional key macroeconomic variables while accounting for relationships and feedback effects between macroeconomic variables, as in our study, a BVAR, GVAR or VECX* model will be more suitable.

**Table 5: RMSFEs for South African inflation**

<table>
<thead>
<tr>
<th>Models</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>RW</td>
<td>0.6348</td>
<td>0.7627</td>
<td>0.8962</td>
<td>1.1065</td>
<td>1.1570</td>
<td>1.2235</td>
<td>1.3588</td>
<td>1.2334</td>
<td>1.0466</td>
</tr>
<tr>
<td>AR(1)</td>
<td>1.0203</td>
<td>1.0223</td>
<td>0.9663</td>
<td>0.8383</td>
<td>0.7941</td>
<td>0.7170</td>
<td>0.6228</td>
<td>0.6980</td>
<td><strong>0.8349</strong></td>
</tr>
<tr>
<td>Large GVAR</td>
<td>1.1500</td>
<td>1.0805</td>
<td>1.0044</td>
<td>0.8280</td>
<td>0.8249</td>
<td>0.8739</td>
<td>0.8745</td>
<td>0.9823</td>
<td>0.9523</td>
</tr>
<tr>
<td>Small GVAR</td>
<td>1.2108</td>
<td>1.1325</td>
<td>1.0932</td>
<td>0.8861</td>
<td>0.8495</td>
<td>0.8641</td>
<td>0.8272</td>
<td>0.8855</td>
<td>0.9686</td>
</tr>
<tr>
<td>VECX*</td>
<td>1.1400</td>
<td>1.0409</td>
<td>1.0091</td>
<td>0.8417</td>
<td>0.8526</td>
<td>0.9237</td>
<td>0.9469</td>
<td>1.0839</td>
<td>0.9799</td>
</tr>
<tr>
<td>BVAR</td>
<td>1.2486</td>
<td>1.3086</td>
<td>1.2684</td>
<td>1.1375</td>
<td>1.1848</td>
<td>1.2261</td>
<td>1.2077</td>
<td>1.3950</td>
<td>1.2471</td>
</tr>
</tbody>
</table>

Note: See note to Table 4.

In Table 6, we report the percentage gain (positive entries) or loss (negative entries) obtained from using the large GVAR model (which is the second-best performing model) relative to the BVAR and AR(1) models of GDP and inflation respectively. As can be seen, barring horizons 4,
5 and 6 for output, the GVAR model is always outperformed by the BVAR and AR(1) models. Using the one-sided (upper-tail) \(MSE-F\) statistic\(^6\), developed by McCraken (2007), to determine whether the forecasts generated from an unrestricted model (in our case the large GVAR) is statistically superior to those obtained from a restricted model (BVAR or AR(1)), we find that the GVAR outperforms the BVAR model only at horizon 5 for GDP at the 10 per cent level of significance.

**Table 6: Percentage gain or loss and \(MSE-F\) statistic from using the BVAR and AR(1) models relative to the large GVAR**

<table>
<thead>
<tr>
<th>Models</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
</table>

Note: * indicates significance at 10 per cent level of significance based on the \(MSE-F\) statistic.

We conclude this section by performing \textit{ex ante} out-of-sample forecasts for the period 2009Q4 to 2012Q4, using the best performing models for South African GDP and inflation respectively. Note that in this case, the parameters of the models are no longer estimated recursively, but forecasts are based on the parameter estimates available to the forecaster at 2009Q4 for the BVAR and the AR(1) models. When forecasting GDP, the BVAR model performed best and is used for producing an \textit{ex ante} forecast for real GDP, while the simple AR(1) model outperformed all other models in terms of forecasting inflation.

The actual and \textit{ex ante} predicted values for real GDP are shown in Figure 1. It is clear from the graph that the forecasted GDP tracts the actual series quite well, with exception of 2011Q1, when the predicted value is slightly lower than the actual value for output, and the final two periods, when the model specification is not able to predict the actual slowdown in economic activity.

---

\(^6\) The \(MSE-F\) statistic uses the loss differential, and is given as: \(MSE - F = (T - R - h + 1)(\overline{a} / M\hat{S}_E)\), where \(T\) equals the number of observations in the total sample, \(R\) equals number of observations used to estimate the model from which we calculate the first forecast (i.e. the in-sample portion of \(T\)), \(h\) equals the forecast horizon, \(\overline{a} = M\hat{S}_{E_0} - M\hat{S}_E\), \(M\hat{S}_E = (T - R - h + 1)^{-1} \sum_{i=1}^{T-h} (a_{i/h})^2\) with \(i = 1, 0\), \(M\hat{S}_{E_0}\) corresponds to the \(MSE\) of the unrestricted model, and \(M\hat{S}_E\) corresponds to the \(MSE\) of the restricted model.
The actual and ex ante predicted values for inflation generated using the AR(1) specification are depicted in Figure 2. In addition, we also show a one-step ahead forecast over the out-of-sample period, 2009Q1 to 2012Q4. It is evident that accurately forecasting inflation is more difficult than forecasting real GDP. The ex ante forecast is generally able to track actual inflation rates recorded, by picking up the maximum values for the period, while a one-step ahead forecast is better able to pick up upper and lower turning points, albeit with a lag of one quarter.
6 Conclusion

The forecast errors of the GVAR models are lower than that of the country-specific VECX* for South Africa at longer forecast horizons (more than four quarters ahead). It would therefore be sufficient to develop a simple BVAR or VECX* for South Africa if the aim is to forecast only domestic variables at short forecast horizons. However, if one is interested in global trade linkages and forecasts of variables for specific foreign countries or areas, a VECX* or BVAR model for South Africa would not suffice. Then, a GVAR model that includes many countries and global trade linkages would be more relevant and at least as good, if not better, than a VECX* or BVAR for forecasting domestic variables.

A large (33-country) GVAR generally provides more accurate forecasts of key domestic variables than a customised small (11-country) GVAR for South Africa. This is contrary to one of the findings in Di Mauro and Pesaran (2013) that modelling only a few countries in a GVAR for a small, open economy provides reliable forecasts. This is not the case for South Africa – although it is a small open economy – since modelling only a few countries in a customised GVAR for South Africa represents a much smaller percentage of trade with the rest of the world than in the case of a small GVAR for Switzerland (Assenmacher, 2013). The majority of Switzerland’s trade is with a few countries, while South African trade is more diverse. The trade shares of the main trading partners of Switzerland have been relatively stable, while the trade shares of South Africa’s trading partners have changed markedly since the mid-1990s. By using time-varying trade weights in our model to account for this, it is important to consider all the countries involved in these changes, thereby favouring a large model.

Our study confirms that a large GVAR approach is suitable for forecasting relative to a small GVAR model, and it stresses the importance of incorporating sufficient information on international trade linkages in macroeconomic modelling. However, on average, the BVAR model performs the best when it comes to forecasting output, while the AR(1) model outperforms all the other models in predicting inflation. So, although it is true that a large GVAR is better suited than a small GVAR in forecasting key variables in South Africa, it is not necessarily true that there are forecasting gains to be derived using a large GVAR model when compared to small-scale BVAR and benchmark AR models. Nevertheless, the role of the GVAR model for carrying out analysis that involves determining the impact of global shocks transmission, especially for a global economy, cannot be ignored, given the richness of the data used in this framework to capture global interrelatedness. Furthermore, it is important to realize
that none of these models is immune to the so-called Lucas (1976) critique. In light of this, future research would be aimed at developing a New-Keynesian GVAR DSGE model based on microfoundations, as in Dées, Pesaran, Smith and Smith (2013), and comparing forecast performances with DSGE models (as well as the atheoretical models used in this paper) developed recently for South Africa by Alpanda et al. (2011) and Gupta and Steinbach (2013).
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Appendix

A.1 Ranks of the country-specific VARX* models

Table 7 and Table 8 contain the trace statistics for determining the number of cointegrating relations for the countries in the large GVAR and for those in the small GVAR. The trace statistics in bold font indicate the rank chosen for each country. These are determined by finding the first statistic for each country where the null hypothesis (rank = r) cannot be rejected.

Table 7: Trace statistics at different rank orders for cointegration testing for large GVAR

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Argentina</th>
<th>Australia</th>
<th>Brazil</th>
<th>Canada</th>
<th>Chile</th>
<th>China</th>
<th>Euro area</th>
</tr>
</thead>
<tbody>
<tr>
<td># Domestic</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td># Foreign</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>r = 0</td>
<td>132.54†</td>
<td>163.83†</td>
<td>139.51†</td>
<td>219.24†</td>
<td>182.96†</td>
<td>133.31†</td>
<td>155.60†</td>
</tr>
<tr>
<td>r = 1</td>
<td>67.10</td>
<td>113.04†</td>
<td>64.61</td>
<td>133.06†</td>
<td>94.65†</td>
<td>76.75</td>
<td>99.57</td>
</tr>
<tr>
<td>r = 2</td>
<td>31.90</td>
<td>63.84</td>
<td>26.46</td>
<td>85.28†</td>
<td>39.53</td>
<td>42.61</td>
<td>54.35</td>
</tr>
<tr>
<td>r = 3</td>
<td>6.83</td>
<td>39.51</td>
<td>10.03</td>
<td>43.24</td>
<td>9.25</td>
<td>17.03</td>
<td>28.86</td>
</tr>
<tr>
<td>r = 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistic</th>
<th>India</th>
<th>Indonesia</th>
<th>Japan</th>
<th>Korea</th>
<th>Malaysia</th>
<th>Mexico</th>
<th>New Zealand</th>
</tr>
</thead>
<tbody>
<tr>
<td># Domestic</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td># Foreign</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>r = 0</td>
<td>129.91†</td>
<td>149.04†</td>
<td>205.63†</td>
<td>242.40†</td>
<td>100.73</td>
<td>168.57†</td>
<td>197.06†</td>
</tr>
<tr>
<td>r = 1</td>
<td>76.35</td>
<td>82.99†</td>
<td>127.37†</td>
<td>164.08†</td>
<td>61.11</td>
<td>81.61†</td>
<td>122.03†</td>
</tr>
<tr>
<td>r = 2</td>
<td>43.22</td>
<td>37.68</td>
<td>73.31</td>
<td>93.85†</td>
<td>26.41</td>
<td>45.09</td>
<td>73.31</td>
</tr>
<tr>
<td>r = 3</td>
<td>15.68</td>
<td>16.14</td>
<td>41.84</td>
<td>41.64</td>
<td>8.18</td>
<td>18.27</td>
<td>39.26</td>
</tr>
<tr>
<td>r = 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.29</td>
<td>12.44</td>
<td>15.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Norway</th>
<th>Peru</th>
<th>Philippines</th>
<th>Saudi Arabia</th>
<th>Singapore</th>
<th>South Africa</th>
<th>Sweden</th>
</tr>
</thead>
<tbody>
<tr>
<td># Domestic</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td># Foreign</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>r = 0</td>
<td>173.49†</td>
<td>170.29†</td>
<td>160.97†</td>
<td>120.99†</td>
<td>161.07†</td>
<td>172.57†</td>
<td>173.03†</td>
</tr>
<tr>
<td>r = 1</td>
<td>113.28†</td>
<td>106.52†</td>
<td>81.81†</td>
<td>58.44†</td>
<td>83.97†</td>
<td>111.90†</td>
<td>117.16†</td>
</tr>
<tr>
<td>r = 2</td>
<td>61.89†</td>
<td>54.24†</td>
<td>23.72</td>
<td>24.86</td>
<td>45.06</td>
<td>61.91</td>
<td>66.91</td>
</tr>
<tr>
<td>r = 3</td>
<td>25.48</td>
<td>16.10</td>
<td>8.03</td>
<td>15.56</td>
<td>29.32</td>
<td>29.71</td>
<td></td>
</tr>
<tr>
<td>r = 4</td>
<td>5.95</td>
<td></td>
<td></td>
<td>8.39</td>
<td>9.89</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Switzerland</th>
<th>Thailand</th>
<th>Turkey</th>
<th>United Kingdom</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td># Domestic</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td># Foreign</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>r = 0</td>
<td>195.91†</td>
<td>165.66†</td>
<td>113.40†</td>
<td>209.72†</td>
<td>209.42†</td>
</tr>
<tr>
<td>r = 1</td>
<td>115.98†</td>
<td>97.30†</td>
<td>66.68</td>
<td>114.55†</td>
<td>119.05†</td>
</tr>
<tr>
<td>r = 2</td>
<td>61.18</td>
<td>49.88</td>
<td>34.07</td>
<td>68.10</td>
<td>65.51</td>
</tr>
<tr>
<td>r = 3</td>
<td>32.52</td>
<td>12.95</td>
<td>10.65</td>
<td>36.76</td>
<td>39.14</td>
</tr>
<tr>
<td>r = 4</td>
<td>9.82</td>
<td>11.23</td>
<td>16.20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† Null hypothesis rejected at the 5 per cent level of statistical significance.
Table 8: Trace statistics at different rank orders for cointegration testing for small GVAR

<table>
<thead>
<tr>
<th>Statistic</th>
<th>China</th>
<th>Euro area</th>
<th>South Africa</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td># Domestic</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td># Foreign</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>129.76( ^\dagger )</td>
<td><strong>134.95</strong></td>
<td>169.18( ^\dagger )</td>
<td>224.63( ^\dagger )</td>
</tr>
<tr>
<td>( r = 1 )</td>
<td>76.59</td>
<td>84.06</td>
<td><strong>108.49</strong></td>
<td>130.39( ^\dagger )</td>
</tr>
<tr>
<td>( r = 2 )</td>
<td>34.95</td>
<td>52.63</td>
<td>55.94</td>
<td>85.72( ^\dagger )</td>
</tr>
<tr>
<td>( r = 3 )</td>
<td>13.46</td>
<td>28.52</td>
<td>28.11</td>
<td><strong>47.85</strong></td>
</tr>
<tr>
<td>( r = 4 )</td>
<td>10.29</td>
<td>5.50</td>
<td>20.20</td>
<td></td>
</tr>
</tbody>
</table>

\( ^\dagger \) Null hypothesis rejected at the 5 per cent level of statistical significance.

A.2 Weak exogeneity tests

Table 9 displays the \( F \)-statistics of the weak exogeneity test for the foreign and global variables in the large GVAR. The weak exogeneity assumption is only rejected for three of the 129 variables.

Table 9: Weak exogeneity test statistics for large GVAR

<table>
<thead>
<tr>
<th>Country</th>
<th>( F )-test</th>
<th>( y^* )</th>
<th>( \pi^* )</th>
<th>( \epsilon^* )</th>
<th>( \rho^S )</th>
<th>( \rho^{1,*} )</th>
<th>( \rho^{sid} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>F(1,84)</td>
<td>0.18</td>
<td>0.19</td>
<td>0.00</td>
<td>0.43</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>F(2,77)</td>
<td>0.05</td>
<td>1.57</td>
<td>0.86</td>
<td>0.35</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>F(1,80)</td>
<td>0.44</td>
<td>0.62</td>
<td>0.17</td>
<td>0.00</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>F(1,83)</td>
<td>0.73</td>
<td>0.02</td>
<td>2.57</td>
<td>0.07</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>F(2,79)</td>
<td>1.62</td>
<td>0.13</td>
<td>0.18</td>
<td>0.35</td>
<td>1.46</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>F(1,84)</td>
<td>0.11</td>
<td>0.41</td>
<td>0.80</td>
<td>6.03( ^\dagger )</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Euro area</td>
<td>F(1,78)</td>
<td>0.67</td>
<td>0.26</td>
<td>1.04</td>
<td>0.27</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>F(1,80)</td>
<td>0.28</td>
<td>0.29</td>
<td>0.10</td>
<td>0.46</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>F(1,80)</td>
<td>0.10</td>
<td>1.28</td>
<td>0.01</td>
<td>2.52</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>F(1,78)</td>
<td>1.54</td>
<td>0.19</td>
<td>0.60</td>
<td>2.41</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>Korea</td>
<td>F(1,78)</td>
<td>5.62( ^\dagger )</td>
<td>0.76</td>
<td>0.95</td>
<td>0.03</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td>F(1,84)</td>
<td>0.78</td>
<td>0.20</td>
<td>0.40</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>F(2,83)</td>
<td>3.12( ^\dagger )</td>
<td>0.79</td>
<td>0.35</td>
<td>1.14</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>New Zealand</td>
<td>F(1,78)</td>
<td>1.69</td>
<td>0.05</td>
<td>0.12</td>
<td>0.17</td>
<td>3.53</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>F(2,82)</td>
<td>0.84</td>
<td>1.60</td>
<td>0.46</td>
<td>0.51</td>
<td>2.32</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>F(1,80)</td>
<td>1.87</td>
<td>2.14</td>
<td>0.85</td>
<td>0.12</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>F(1,80)</td>
<td>0.82</td>
<td>0.60</td>
<td>0.00</td>
<td>0.13</td>
<td>3.37</td>
<td></td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>F(1,82)</td>
<td>0.01</td>
<td>0.02</td>
<td>0.75</td>
<td>0.04</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>F(1,84)</td>
<td>0.40</td>
<td>3.25</td>
<td>0.03</td>
<td>0.29</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>F(1,78)</td>
<td>0.13</td>
<td>0.21</td>
<td>0.44</td>
<td>0.57</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>F(2,82)</td>
<td>0.53</td>
<td>0.93</td>
<td>0.55</td>
<td>0.05</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>F(2,77)</td>
<td>0.61</td>
<td>0.31</td>
<td>0.02</td>
<td>0.11</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>F(1,80)</td>
<td>1.77</td>
<td>0.45</td>
<td>0.01</td>
<td>1.41</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>F(1,80)</td>
<td>0.19</td>
<td>0.88</td>
<td>0.21</td>
<td>0.69</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>F(1,78)</td>
<td>3.03</td>
<td>2.47</td>
<td>0.42</td>
<td>0.19</td>
<td>1.98</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>F(1,80)</td>
<td>0.14</td>
<td>0.17</td>
<td>0.45</td>
<td>2.41</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^\dagger \) Null hypothesis of weak exogeneity rejected at the 5 per cent level of statistical significance.
The weak exogeneity test results for the small GVAR are in Table 10. The null hypothesis of weak exogeneity is not rejected for any of the foreign or global variables.

<table>
<thead>
<tr>
<th>Country</th>
<th>$F$-test</th>
<th>$y^*$</th>
<th>$x^*$</th>
<th>$\phi^*$</th>
<th>$\rho^S$</th>
<th>$\rho^{1,*}$</th>
<th>$\rho^{ad}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>F(1,80)</td>
<td>0.39</td>
<td>0.24</td>
<td>0.52</td>
<td>0.65</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Euro area</td>
<td>F(1,78)</td>
<td>0.01</td>
<td>0.36</td>
<td>1.86</td>
<td>0.32</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>F(1,78)</td>
<td>0.49</td>
<td>1.23</td>
<td>0.19</td>
<td>0.54</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>F(1,80)</td>
<td>0.73</td>
<td>1.09</td>
<td>1.55</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† Null hypothesis of weak exogeneity rejected at the 5 per cent level of statistical significance.

A.3 Persistence profiles

Figure 3 shows the persistence profiles (PPs) of a selection of cointegrating vectors of South Africa and its key trading partners from the large GVAR. The PPs of the other cointegrating vectors in the large GVAR (not shown here) also converge to zero at a fast rate, indicating that the system will return to the long-run equilibrium following a shock to all the cointegrating vectors.

Figure 3: Persistence profiles of cointegrating vectors of South Africa’s key trading partners in the large GVAR

![Persistence profiles](image)

Figure 4 plots the PPs of the cointegrating vectors of South Africa and its three main trading partners (the Euro area, China and the US) in the small GVAR.
Figure 4: Persistence profiles of the cointegrating vectors in the small GVAR