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## States with entropy 1

## Proposition (L, Majewski; 2014)

Let $M$ be a semifinite algebra and $f \in L^{1} \cap L \log (L+1)(M, \tau)$ with $f \geq 0$. Then $\tau(f \log (f+\epsilon))$ is well defined for any $\epsilon>0$. Moreover

$$
\tau(f \log f)
$$

is bounded above, and if in addition $f \in L^{1 / 2}$, it is also bounded from below.

Here $L \log (L+1)(M, \tau)$ is the Orlicz space corresponding to the function $\Psi(t)=t \log (t+1)$.

## States with entropy 2
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$$

## Elementary quantum mechanics remains intact!

What is required is more care in extending the $B(H)$ picture to more general von Neumann algebras.
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## Implications
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## Type III Orlicz spaces

Haagerup's construction of $L^{p}$-spaces for type III von Neumann algebras can be extended to also allow for the construction of Orlicz spaces. (L, 2014)

The classical roots of the construction: Let $M=L^{\infty}(X, \Sigma, \nu)$, and let $A=L^{\infty}(X, \Sigma, \nu) \otimes L^{\infty}(\mathbb{R})$ be as before.

Given an Orilicz function $\psi$, define $\varphi_{\psi}:[0, \infty) \rightarrow[0, \infty)$ by
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The above definition was first proposed in [LM2017] where it was shown to be equivalent to the one originally given in [L2013].
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## Emergent challenge

Challenge: Given a Markov map $T$ with a canonical action on $M$ and $L^{1}(M)$, can we show that it has a nice action on a large enough class of Orlicz spaces? First pause to see what is known.

Problem: The proof uses complex interpolation. To date complex interpolation does not work for quantum Orlicz spaces.
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Challenge 2: Can we overcome the lack of access to complex interpolation, by passing to a smaller class of Markov maps, namely the CP Markov map? If so how?

Idea:

- Show that under acceptable assumptions, $T: M \rightarrow M$ extends to a map $\tilde{T}$ on $A=M \rtimes_{\nu} \mathbb{R}$,
- and from there to a map on $\left(L^{\infty}+L^{1}\right)\left(A, \tau_{A}\right)$.
- Then see if any of the Orlicz spaces $L^{\Psi}(M)$ live inside $\left(L^{\infty}+L^{1}\right)\left(A, \tau_{A}\right)$, and try to extract the action from that.
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Let $\varphi_{\psi}$ be the fundamental function of the space $L^{\Psi}(0, \infty)$, and let $M_{\psi}(t)=\sup _{s>0} \frac{\varphi_{\psi}(s t)}{\varphi_{\psi}(s)}$. We call the quantity

$$
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the upper fundamental index of $L^{\Psi}(M)$.

## Proposition

If $\bar{\beta}_{L^{\psi}}<1$, then $L^{\psi}(M) \subset\left(L^{\infty}+L^{1}\right)\left(A, \tau_{A}\right)$ (isomorphically). Moreover $L^{\psi}(M)$ is an invariant subspace of the extension $\widetilde{T}$ of $T$ to $\left(L^{\infty}+L^{1}\right)\left(A, \tau_{A}\right)$. This class includes $L^{\text {cosh }}{ }^{-1}(M)!!$ (The space of regular observables.)
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## The emergent picture

Based on the preceding analysis we may propose the following framework as an axiomatic foundation for Quantum Statistical Mechanics:

- Corresponding to each quantum system there is a pair $(M, \nu)$ (where $M$ is a von Neumann algebra and $\nu$ an associated faithful normal semifinite weight) describing the system.
- The pair of spaces $\left\langle L \log (L+1)(M), L^{\text {cosh }-1}(M)\right\rangle$ are respectively homes for good states and good observables of this system.
- There is a Dirichlet form $\mathscr{E}$ (representing an energy potential) describing Markov dynamics on the space $L^{\cosh -1}(M)$ of regular observables.
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