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Abstract
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1 Introduction

Accurate forecasting of the volatility of oil-price movements (in the following, oil-price volatility for short) has central implications for both investors and policymakers. This is because the recent financialization of the oil (and, in general, the overall commodity) market (Bampinas and Panagiotidis, 2017) has led to a substantial increase in the participation of key players such as hedge funds, pension funds, and insurance companies in the market, thus making oil a potentially profitable alternative investment in the asset-allocation decisions of financial institutions (Degiannakis and Filis, 2017). Moreover, given that volatility, when interpreted as uncertainty, is a core input to investment decisions and portfolio choices (Poon and Granger 2003), precise forecasts of oil-price volatility are of vital importance to participants in the oil market. Importantly, the second-moment movements in crude oil prices have been associated with a negative impact on global economic activity (van Eyden et al., 2019), implying that predicting the future path of oil-price volatility is of paramount importance to policymakers as well for the design of macroeconomic (monetary and fiscal) policies.

Against this backdrop, the objective of our paper is to analyse the forecastability of oil-price volatility, as measured by monthly realized variance (RV), based on the information content of oil market lower tail risks, where we use data for the West Texas Intermediate (WTI) oil price over the extended historical period from 1859:10 to 2020:10. Our data set basically covers the entire modern era of the petroleum industry (drilling of the first oil well was done in the United States (US) at Titusville, Pennsylvania in 1859). It should be noted that tail risk is the additional risk which, as has been commonly observed, fat-tailed asset returns exhibit relative to a normal distributions (Li and Rose, 2009). Intuitively, lower tail risks, i.e., those risks associated with extreme negative returns of the oil price, are likely to originate from massive reductions in aggregate demand (and also to some extent due to excessive supply) due to risks associated with rare disasters (Demirer et al., 2018), and as has been witnessed currently during the ongoing COVID-19 pandemic (Bouri et al., 2020), as well as geopolitical acts and threats (Cunado et al., 2020). This, in turn, is likely to result in an increase in the volatility of the oil-price via the well-established presence of the leverage effect in the oil market (Asai et al., 2020).
To the best of our knowledge, ours is the first paper to use estimates of tail risks of the oil market using over 150 years of monthly data for forecasting the RV of oil returns. In this regard, it should be emphasized that measuring volatility using RV, which in our case is captured by the sum of daily squared returns over a month (following Andersen and Bollerslev, 1998), provides an observable and unconditional metric of volatility (unlike, for example, generalized autoregressive conditional heteroscedasticity (GARCH) and stochastic volatility (SV) models), which is otherwise a latent process. The only related (working) paper that we could find is the work of Ellwanger (2017), who used (options-based) estimates of tail risks to forecast oil market volatility over the period 1986-2013. In this regard, by covering the longest possible data available on the evolution of the tail risks over the extended historical period from 1859 to 2020 (covering events such as, the US Civil War, the two World Wars, West coast gas famine, the Great Depression, the oil gluts in the early 1980s and multiple times over 2010-2019, global recession of 2001, the global financial crises of 2007-2009, and, of course, the current outbreak of the Coronavirus pandemic in 2020), and studying the corresponding forecastability of oil-price volatility, we avoid the issue of sample selection bias in our analysis. In the process, our paper, adds to the already existing large literature on the forecastability of oil-price volatility based on a wide array of models and macroeconomic, financial, behavioural, and climate patterns-related predictors (see, Gkillas et al., (2020), Bouri et al., (2021), and Salisu et al., (2021) for detailed reviews), by considering the role of tail risks in the oil market.

We organize the remainder of our paper as follows: Section 2 describes the data and methodologies, Section 3 discusses the forecasting results, and Section 4 concludes.

2 Data and Methodologies

We study daily and monthly WTI crude oil prices covering the period from 1859:09 to 2020:M10. The data are obtained from Global Financial Data\(^1\), with the sample period being driven entirely by data availability at the time of compiling this paper. Both frequencies of the oil price data

\(^1\)https://globalfinancialdata.com/.
are converted into log returns in percentage, i.e., the first-difference of the natural logarithm of the price multiplied by 100. Finally, $RV_t$ is computed as the sum of daily squared returns over a month.\footnote{Oil price data is available at a monthly frequency for the period 1896-1899 and 1920-1976, and hence, we measure $RV_t$ as the monthly squared log-returns over these time intervals. Also note that, since on the 20th of April, 2020, the WTI oil price became negative, we computed the daily returns for that date and the day after, i.e., 21st of April, 2020, by using the standard formula for the calculation of growth rate, instead of log-returns since, understandably, the natural logarithmic value of a negative number is undefined.} We conduct the forecasting analysis using $\tilde{RV}_t = \ln(1 + RV_t)$ rather than modeling directly $RV_t$ because the latter exhibits a very large peak at the very end of the sample period. However, our basic results, discussed in Section 3 below, continue to hold for $RV_t$ as well (complete details of these results are available upon request from the authors). The forecasting model we use for predicting $\tilde{RV}_t$ is given by:

$$\tilde{RV}_{t+h} = c + \theta \tilde{RV}_t + \gamma TR_t + \eta_{t+h},$$

where $c, \theta, \gamma$ are coefficients to be estimated, $\tilde{RV}_t$ is the (log) realized volatility at time $t$, $\tilde{RV}_{t+h}$ is the average value of $\tilde{RV}_t$ over $t$ to $t+h$, where $h = 1, 3, 6, 12$ months ahead are the four forecasting horizons we consider in our paper, $TR_t$ is the tail risk at time $t$, estimation of which we discuss below, and $\eta_{t+h}$ is a disturbance term.\footnote{Following Corsi (2009), we initially specified a heterogenous autoregressive (HAR)-RV model, which included the one lag each of the averages of $RV_t$ over a quarter and a year, but the corresponding coefficients were insignificant, and hence we used the specification in Equation (1).} We construct the data such that the number of forecasts is the same for all four forecast horizons. Our benchmark model is nested in Equation (1) and obtained by setting $\gamma = 0$.

There are primarily two approaches for estimating tail risks: one relies on option-implied measures, while the other uses returns data (Kelly and Jiang, 2014). Historical options data are unavailable for the very long sample period that we study in this paper and, thus, we use the second approach, whereby we estimate tail risk using Value at Risk (VaR). To this end, we implement the conditional autoregressive VaR specifications as outlined by Engle and Manganelli (2004). In this regard, we consider the following four models: (i) the adaptive model; (ii) the symmetric slope model, (iii) the asymmetric slope model, and (iv) the indirect generalized autoregressive conditional heteroscedasticity (GARCH) model with an autoregressive mean.
Given an observable vector of returns, \( \{y_t\}_{t=1}^T \), we let \( \phi \) denote the associated probability with VaR, \( X_t \) the vector of observable variables at time \( t \), and \( \alpha_\phi \) the \( p \)-vector of unknown parameters, and for ease of notation we write \( f_t(\alpha) \equiv f_t(X_{t-1}, \alpha_\phi) \) to denote the time-\( t \) \( \phi \)-quantile of the distribution of \( y_t \) formed at time \( t - 1 \). We express a generic representation of the CAViaR as

\[
f_t(\alpha) = \alpha_0 + \sum_{i=1}^k \alpha_i f_{t-i}(\alpha) + \sum_{j=1}^r \alpha_j l(X_{t-j}),
\]

where \( p = k + r + 1 \) denotes the dimension of \( \alpha \) and \( l \) is a function of a finite number of lagged values of observables (\( X_{t-j} \)). Note that we suppress the \( \phi \) subscript from \( \alpha_\phi \) in Equation (2) for notational convenience. The quantile changes “smoothly” over time via the autoregressive terms, \( \alpha_i f_{t-i}(\alpha), i = 1, \ldots, k \), while \( l(X_{t-j}) \) is used to link \( f_t(\alpha) \) to observable variables that belong to the information set. Consequently, the four variants of the CAViaR estimated are derived from Equation (2) as follows:

**Adaptive:**

\[
f_t(\alpha_1) = f_{t-1}(\alpha_1) + \alpha_1 \left( \{1 + \exp \left( G [y_{t-1} - f_{t-1}(\alpha_1)] \right) \}^{-1} \right) - \phi.
\]

**Symmetric absolute value:**

\[
f_t(\alpha) = \alpha_1 + \alpha_2 f_{t-1}(\alpha) + \alpha_3 |y_{t-1}|.
\]

**Asymmetric slope:**

\[
f_t(\alpha) = \alpha_1 + \alpha_2 f_{t-1}(\alpha) + \alpha_3 (y_{t-1})^+ + \alpha_4 (y_{t-1})^-.
\]

**Indirect GARCH (1,1):**

\[
f_t(\alpha) = (\alpha_1 + \alpha_2 f_{t-1}^2(\alpha) + \alpha_3 y_{t-1}^2)^{0.5}.
\]

It is understood that the last term in Equation (3) converges to \( \alpha_i \left[ I(y_{t-1} \leq f_{t-1}(\alpha_1)) - \phi \right] \) almost surely if \( G \to \infty \), with \( I(\cdot) \) representing the indicator function, while \( G \) is some positive finite number which makes the model a smoothed version of a step function.\(^4\)

\(^4\)The computational procedure of these models is detailed in Engle and Manganelli (2004) and we refer a technically-minded readers their paper for further exposition on the tail risk estimation.
3 Empirical Results

We estimate all the four CAViaR variants and produce tail risks for both 1% and 5% VaRs. We then apply the Dynamic Quantile test (DQ) test, the Regression Quantile (RQ) statistic, and the %Hits statistic to identify the model that best fits the data (see also Salisu et al., (forthcoming)). We expect the %Hits to be 1% for 1% VaR and 5% for 5% VaR, while the DQ test statistic is not expected to be significant, and the parameters are expected to minimize the RQ loss function, so the smaller the RQ statistic, the better. The DQ test, however, takes prominence over the %Hits and RQ statistics. In cases where more than one tail risk is statistically insignificant in terms of the DQ test, we consider both the %Hits and the RQ test statistic to determine the model with the best fit. In the same vein, where all the tail risks are statistically significant, then the %Hits and the RQ test statistic becomes a major criteria except where some distinctions can still be made with the significant DQ test statistic.

As evidenced by the estimation results for the CAViaR models given in Table 1, the asymmetric model fits the oil returns data best in terms of the statistics mentioned above in capturing 1% and 5% tail risks, with us using both in our forecasting exercise (see also Salisu et al., (forthcoming)).

A strong test of any predictive model (in terms of the econometric methodologies and predictors employed) is its out-of-sample performance, and for this reason we focus on the predictive analysis from an out-of-sample perspective. For the sake of completeness, however, the full-sample estimation results for Equation (1) for $h = 1, 3, 6, 12$ months, with heteroscedasticity and autocorrelation adjusted standard errors, are reported in Table 2. In line with the intuition that returns at lower tails serve as bad news and enhance volatility via leverage, both 1% and 5% tail risks consistently increase $RV$ in a statistically significant manner for all four forecasting horizons.

Table 2 about here.
In order to conduct the out-of-sample forecasting exercise, we first determine the in- and out-of-sample split, based on the Bai and Perron (2003) tests of multiple structural breaks applied to Equation (1) under 1% and 5% tail risks for \( h = 1, 3, 6, 12 \) months. The tests detected between 3 to 5 breaks among the 8 cases, with the earliest structural change detected under \( h = 6 \) at 1888:12 for 1% tail risks.\(^5\) Given this, our in-sample covers the period from 1859:10 to 1888:12, and the out-of-sample period, therefore, starts in 1888:12. We estimate our forecasting models with and without the tail risks recursively over the out-of-sample period.

Table 3 presents the ratio of root-mean-squared-forecasting errors (RMSFE), with both 1% and 5% tail risks considered separately. The RMSFE ratio is computed by dividing the RMSFE of the benchmark model by the RMSFE of the rival model. The model without tail risk is the benchmark model, and the model extended to include tail risk is the rival model. As can be seen, the relative MSFEs are less than one under both 1% and 5% tail risks cases at all horizons. The results show that including information on tail risks in the forecasting model produces lower forecast errors associated with \( \tilde{RV} \) compared to the case when this information is excluded from the model.

Table 4 reports results of the Clark and West (2007) test for an equal mean-squared prediction error (MSPE). Corroborating the evidence of in-sample predictability, the more powerful test based on out-of-sample forecasting picks up statistically significant prediction of \( \tilde{RV} \) based on tail risks at all horizons. In Table 5, we report as a robustness check results of the Clark-West test when we use a model that features a leverage effect as the benchmark model. The leverage effect is equal to returns when the latter are negative, and zero otherwise. The leverage effect, thereby, is a simple metric of downside risk and, thus, an alternative metric of bad news. The results show that the model that features tail risk as a predictor has a better out-of-sample forecasting performance than the leverage model for both the 1% and the 5% VaR.

\(^5\)Complete details of the structural break dates are available upon request from the authors.
4 Concluding Remarks

We have analysed the predictive value of tail risks of oil returns for the realized oil-price variance over 150 years of monthly data, i.e., 1859:10-2020:10. We have estimated tail risks based on the popular Conditional Autoregressive Value at Risk (CAViaR) model, where we have considered four variants of this model for both 1% and 5% VaRs. Upon using the “best” fitting model selected for each VaR, our analysis of in-sample predictability has shown that tail risks tends to increase realized variance in a statistically significant manner at all four forecasting horizons that we have studied. We have then turned to an out-of-sample forecasting analysis, which is well-established as a more powerful test of predictability, where we have used structural break tests to determine the split of the data into a training and an out-of-sample period. Given this set-up, we have found that statistically significant forecasting gains from both 1% and 5% tail risks for realized variance, also when we compared the predictive performance of tail risks with that of a leverage effect.

In any event, given the importance of real-time forecasts of oil-price volatility for both investors and policy authorities, our results have important implications for these two groups of economic agents. Specifically speaking, our findings can be used by policymakers to obtain information on the future path of oil-price volatility due to oil returns tail risks in the short- to medium-runs. This knowledge, in turn, may be useful to predict economic recessions gathering steam, given that oil-price volatility is known to negatively impact real economic activity, and two implement appropriate macroeconomic policies that help to prevent the macroeconomy to fall into a recession. Moreover, with volatility being a key input in portfolio decisions, the forecastability of oil-price volatility due to oil tail risks may be of vital importance to oil investors, especially over a semi-yearly investment horizon.

As an extension of this study, it would be interesting to investigate the role of tail risks in predicting volatility of other commodity markets, especially from a historical perspective, contingent on the availability of data.
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Table 1: CAViaR Models

<table>
<thead>
<tr>
<th>Parameter/statistic</th>
<th>Asymmetric slope 1% VaR</th>
<th>Asymmetric slope 5% VaR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VaR level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\alpha_1)</td>
<td>1.3322***</td>
<td>0.2309***</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.3324</td>
<td>0.0944</td>
</tr>
<tr>
<td>(\alpha_2)</td>
<td>0.7977***</td>
<td>0.7416***</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0254</td>
<td>0.0377</td>
</tr>
<tr>
<td>(\alpha_3)</td>
<td>0.2415***</td>
<td>0.2059***</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0675</td>
<td>0.0687</td>
</tr>
<tr>
<td>(\alpha_4)</td>
<td>0.7180***</td>
<td>0.7376***</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.1603</td>
<td>0.0892</td>
</tr>
<tr>
<td>RQ</td>
<td>357.0882</td>
<td>1235.0178</td>
</tr>
<tr>
<td>%Hits in sample</td>
<td>1.0101</td>
<td>5.0505</td>
</tr>
<tr>
<td>%Hits out-of sample</td>
<td>1.6000</td>
<td>10.4000</td>
</tr>
<tr>
<td>DQ in-sample (p-values)</td>
<td>0.1135</td>
<td>0.0001</td>
</tr>
<tr>
<td>DQ out-of-sample (p-values)</td>
<td>0.9625</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

**Note:** s.e. is standard error and *** denotes significance at the 1% level. The table reports the estimation results for the CAViaR model that best “fits” the oil returns series. 75% (25%) of the data is used for in-sample (out-of-sample).

Table 2: Full-Sample Results

<table>
<thead>
<tr>
<th>Forecast horizon</th>
<th>Estimate (1 %)</th>
<th>t-statistic</th>
<th>Estimate (5 %)</th>
<th>t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>0.0257***</td>
<td>4.7166</td>
<td>0.0280***</td>
<td>3.5655</td>
</tr>
<tr>
<td>h=3</td>
<td>0.0354***</td>
<td>4.2481</td>
<td>0.0393***</td>
<td>3.9762</td>
</tr>
<tr>
<td>h=6</td>
<td>0.0385***</td>
<td>5.4766</td>
<td>0.0432***</td>
<td>5.0202</td>
</tr>
<tr>
<td>h=12</td>
<td>0.0356***</td>
<td>4.9428</td>
<td>0.0386***</td>
<td>5.2421</td>
</tr>
</tbody>
</table>

**Note:** Estimates of the the coefficient \(\gamma\) in Equation (1), at forecasting horizons \(h = 1, 3, 6, 12\) months ahead. Robust \(t\)-statistics are also reported; *** and significance at the 1% level.

Table 3: Ratio of Root-Mean-Squared-Forecasting Errors

<table>
<thead>
<tr>
<th>VaR</th>
<th>h=1</th>
<th>h=3</th>
<th>h=6</th>
<th>h=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk 1%</td>
<td>0.9737</td>
<td>0.9450</td>
<td>0.9312</td>
<td>0.9387</td>
</tr>
<tr>
<td>Risk 5%</td>
<td>0.9789</td>
<td>0.9542</td>
<td>0.9419</td>
<td>0.9514</td>
</tr>
</tbody>
</table>

**Note:** The ratio of the root-mean-squared-forecasting errors (RMSFE) is computed by dividing the RMSFE of the rival model by the RMSFE of the benchmark model. The model without tail risk is the benchmark model, and the model extended to include tail risk is the rival model. The parameter \(h\) denotes the forecast horizon (in months).
Table 4: Baseline Out-of-Sample Test Results

<table>
<thead>
<tr>
<th>VaR</th>
<th>h=1</th>
<th>h=3</th>
<th>h=6</th>
<th>h=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk 1%</td>
<td>6.5762</td>
<td>7.1063</td>
<td>6.5829</td>
<td>5.2419</td>
</tr>
<tr>
<td>Risk 5%</td>
<td>6.3948</td>
<td>6.8306</td>
<td>6.3568</td>
<td>4.7865</td>
</tr>
</tbody>
</table>

**Note:** t-statistics of the Clark-West tests for an equal mean-squared prediction error are based on robust standard errors. Critical values (one-sided test) are 1.282 (10%) and 1.645 (5%). The model without tail risk is the benchmark model, and the model extended to include tail risk is the rival model. The alternative hypothesis is that the rival model has a smaller MSPE than the benchmark model. The parameter $h$ denotes the forecast horizon (in months). The p-values are based on robust standard errors.

Table 5: Robustness Check of Out-of-Sample Test Results

<table>
<thead>
<tr>
<th>VaR</th>
<th>h=1</th>
<th>h=3</th>
<th>h=6</th>
<th>h=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk 1%</td>
<td>6.7486</td>
<td>7.8601</td>
<td>6.5916</td>
<td>5.1018</td>
</tr>
<tr>
<td>Risk 5%</td>
<td>6.3519</td>
<td>7.2910</td>
<td>6.3346</td>
<td>4.7280</td>
</tr>
</tbody>
</table>

**Note:** t-statistics of the Clark-West tests for an equal mean-squared prediction error (MSPE) are based on robust standard errors. Critical values (one-sided test) are 1.282 (10%) and 1.645 (5%). The model without tail risk but with a leverage effect is the benchmark model, and the model extended to include tail risk is the rival model. The alternative hypothesis is that the rival model has a smaller MSPE than the benchmark model. The parameter $h$ denotes the forecast horizon (in months). The p-values are based on robust standard errors.