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1

Introduction

The common feature of many models coming from natural and engineering sciences is that the solutions
represent the distribution of the particles of various sizes and thus they should be coordinate-wise nonnegative
(provided the initial distribution is physically realistic; that is, also non-negative). Though mostly we work
with spaces of continuous or integrable functions, or sequences, where the nonnegativity of an element f is
understood as f(x) ≥ 0 pointwise or µ-almost everywhere in the former case and fn ≥ 0 for any n in the
latter case, ertain results are easier to formulate in a more general setting. Thus we shall briefly present basic
concepts of the theory of Banach lattices; that is, Banach spaces with order compatible with the norm. The
presentation is based on classical textbooks on Banach lattices, see e.g. [1, 2, 3, 4, 5, 6].
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Basics

1 Defining Order

In a given vector space X an order can be introduced either geometrically, by defining the so-called positive
cone (in other words, by saying what it means to be a positive element of X), or through the axiomatic
definition:

Definition 2.1. Let X be an arbitrary set. A partial order (or simply, an order) on X is a binary relation,
denoted here by ‘≥’, which is reflexive, transitive, and antisymmetric, that is,

(1) x ≥ x for each x ∈ X;

(2) x ≥ y and y ≥ x imply x = y for any x, y ∈ X;

(3) x ≥ y and y ≥ z imply x ≥ z for any x, y, z ∈ X.

If x, y ∈ X, we write x > y if x ≥ y and x 6= y and x ≤ y if y ≥ x.

Remark 2.2. In some books, e.g. [5], partial order is introduced through the relation ‘>’ defined as above.
More precisely, the relation ‘>’ is defined by: for any x, y, z ∈ X

(1’) x > y excludes x = y;

(3’) x > y and y > z imply x > z.

It is easy to see that both definitions are equivalent.

If Y ⊂ X, then x ∈ X is called an upper bound (respectively, lower bound) of Y if x ≥ y (respectively, y ≥ x)
for any y ∈ Y . An element x ∈ Y is said to be maximal if there is no Y 3 y 6= x for which y ≥ x. A minimal
element is defined analogously. A greatest element (respectively, a least element) of Y is an x ∈ Y satisfying
x ≥ y (respectively, x ≤ y) for all y ∈ Y .

We note here that in an ordered space there are generally elements that cannot be compared and hence the
distinction between maximal and greatest elements is important. A maximal element is the ‘largest’ amongst
all comparable elements in Y , whereas a greatest element is the ‘largest’ amongst all elements in Y . If a
greatest (or least) element exists, it must be unique by axiom (2).

By the order interval [x, y] we understand the set

[x, y] := {z ∈ X; x ≤ z ≤ y}.

The supremum of a set is its least upper bound and the infimum is the greatest lower bound. For a two-point
set {x, y} we write x ∧ y or inf{x, y} to denote its infimum and x ∨ y or sup{x, y} to denote supremum. In
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the same way we define supA and inf A for an arbitrary set A. The supremum and infimum of a set need
not exist. We observe the following associative law.

Proposition 2.3. Let a subset E of X be represented as E =
⋃
ξ∈Ξ Eξ. Then

1. If yξ = supEξ exists for any ξ ∈ Ξ and y = supξ∈Ξ yξ exists, then y = supE;

2. If zξ = inf Eξ exists for any ξ ∈ Ξ and z = infξ∈Ξ yξ exists, then z = inf E.

Proof. 1. If x ∈ E, then x ∈ Eξ for some ξ and thus x ≤ yξ ≤ y. Thus, y is an upper bound for E. If v is an
arbitrary upper bound for E, then v is an upper bound for Eξ for each ξ. Hence yξ ≤ v for any ξ ∈ Ξ and
consequently y ≤ v. Thus v is the least upper bound and hence y = supE.

2. The proof is analogous. ut

Definition 2.4. We say that an ordered space X is a lattice if for any x, y ∈ X both x ∧ y and x ∨ y exist.

Example 2.5. The set of all subsets of a given set X with partial order defined as inclusion is a lattice with
X being its greatest element.

From now on, unless stated otherwise, any vector space X is real.

Definition 2.6. An ordered vector space is a vector space X equipped with partial order which is compatible
with its vector structure in the sense that

(4) x ≥ y implies x+ z ≥ y + z for all x, y, z ∈ X;

(5) x ≥ y implies αx ≥ αy for any x, y ∈ X and α ≥ 0.

If the ordered vector space X is also a lattice, it is called a vector lattice, or a Riesz space. The set X+ =
{x ∈ X; x ≥ 0} is referred to as the positive cone of X.

Example 2.7. A convex cone in a vector space X is a set C characterised by the properties:

(i) C + C ⊂ C;

(ii) αC ⊂ C for any α ≥ 0;

(iii) C ∩ (−C) = {0}.

We show that X+ is a convex cone in X. In fact, from axiom (4) we see that if x, y ≥ 0, then x+y ≥ 0 +y =
y ≥ 0, so (i) is satisfied. From (5) we immediately have (ii) and, again using (2), we see that if x ≥ 0 and
−x ≥ 0, then 0 = x. Convexity then follows as if x, y ∈ C, then αx, βy ∈ C for any α, β ≥ 0 (in particular,
for α+ β = 1) and thus αx+ βy ∈ C.

On the other hand, let C be a convex cone in a vector space X. If we define the relation ‘≥’ in X by the
formula y ≥ x if and only if y − x ∈ C, then X becomes an ordered vector space such that X+ = C. In
fact, because x − x = 0 ∈ C, we have x ≥ x for any x ∈ X which gives (1). Next, let x − y ∈ C and
y − x ∈ C. Then by (iii) we obtain axiom (2). Furthermore, if x − y ∈ C and y − z ∈ C, then we have
x − z = (x − y) + (y − z) ∈ C by (i). Hence ≥ is a partial order on X. To prove that X is an ordered
vector space, we consider x − y ∈ C and z ∈ X; then (x + z) − (y + z) = x − y ∈ C which establishes (4).
Finally, if x − y ∈ C and α ≥ 0, then αx − αy = α(x − y) ∈ C by (ii) so that (5) is satisfied. Moreover,
X+ = {x ∈ X; x ≥ 0} = {x ∈ X; x− 0 ∈ C} = C.

The cone C of X is called generating if X = C −C; that is, if every vector can be written as a difference of
two positive vectors or, equivalently, if for any x ∈ X there is y ∈ X+ satisfying y ≥ x.
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The Archimedean property of real numbers is that there are no infinitely large or small numbers. In other
words, for any r ∈ R+, limn→∞ nr = ∞ or, equivalently, limn→∞ n−1r = 0. Following this, we say that a
Riesz space X is Archimedean if infn∈N{n−1x} = 0 holds for any x ∈ X+. In this book we only deal with
Archimedean Riesz spaces.

The operations of taking supremum or infimum have several useful properties which make them similar to
the numerical case.

Proposition 2.8. For arbitrary elements x, y, z of a Riesz space, the following identities hold.

1. x+ y = sup{x, y}+ inf{x, y};

2. x+ sup{y, z} = sup{x+ y, x+ z} and x+ inf{y, z} = inf{x+ y, x+ z};

3. sup{x, y} = − inf{−x,−y} and inf{x, y} = − sup{−x,−y};

4. α sup{x, y} = sup{αx, αy} and α inf{x, y} = inf{αx, αy} for α ≥ 0.

5. For any x, y, z ∈ X+ we have
inf{x+ y, z} ≤ inf{x, z}+ inf{y, z}.

Proof. 1. From inf{x, y} ≤ y we obtain x + inf{x, y} ≤ x + y so that x ≤ x + y − inf{x, y} and similarly
y ≤ x+ y − inf{x, y}. Hence, sup{x, y} ≤ x+ y − inf{x, y}; that is,

x+ y ≥ sup{x, y}+ inf{x, y}.

On the other hand, because y ≤ sup{x, y}, in a similar way we obtain x + y − sup{x, y} ≤ x and also
x+ y − sup{x, y} ≤ y so that

x+ y ≤ sup{x, y}+ inf{x, y}

and the identity in property 1 follows.

2. Clearly, x+y ≤ x+sup{y, z} and x+z ≤ x+sup{y, z} and thus sup{x+y, x+z} ≤ x+sup{y, z}. On the
other hand, y = −x+(x+y) ≤ −x+ sup{x+y, x+z} and similarly z = −x+(x+z) ≤ −x+sup{x+y, x+z}
so that sup{y, z} ≤ −x+ sup{x+ y, x+ z} or, equivalently x+ sup{y, z} ≤ sup{x+ y, x+ z}. Together, we
obtain x+ sup{y, z} = sup{x+ y, x+ z}. The other identity can be proved in the same manner.

3. Because x, y ≤ sup{x, y}, we obtain that − sup{x, y} ≤ −x and − sup{x, y} ≤ −y and so − sup{x, y} ≤
inf{−x,−y}. On the other hand, if −x ≥ z and −y ≥ z, then x, y ≤ −z and hence −z ≥ sup{x, y}. Replacing
z by inf{−x,−y} shows − sup{x, y} = inf{−x,−y}. To get the second identity we replace x by −x and y by
−y in the first one.

4. Let α > 0. Clearly, by Definition 2.6 (5), sup{αx, αy} ≤ α sup{x, y}. Since sup{αx, αy} ≥ αx, αy,
α−1 sup{αx, αy} ≥ x, y, hence sup{x, y} ≤ α−1 sup{αx, αy} which implies α sup{x, y} = sup{αx, αy}. The
second one is proved in the same way.

5. Since x, y, z are positive, y + z ≥ z and hence (y + z) ∧ z = z. Thus, by Proposition 2.3 and Proposition
2.8 2., we have

(x+ y) ∧ z = (x+ y) ∧ ((y + z) ∧ z) = ((x+ y) ∧ (y + z)) ∧ z = (y + x ∧ z) ∧ z
≤ (y + x ∧ z) ∧ (z + x ∧ z) = x ∧ z + y ∧ z.

ut

Remark 2.9. Proposition 2.8 3. shows that to show that an ordered vector lattice X is a Riesz space it suffices
only to prove that x∨y exists for any two x, y ∈ X. Indeed, if we only know that u∨v exists for any u, v ∈ X,
for a given x, y, we define x ∧ y = −(−x) ∨ (−y). It is indeed the infimum of x and y since, repeating the
argument above, if z ≤ x, z ≤ y, then −z ≥ −x,−z ≥ −y, thus −z ≥ (−x)∨ (−y) and z ≤ − ≥ (−x)∨ (−y).
On the other hand, since (−x) ∨ (−y) ≥ −x,−y, we find (−x) ∨ (−y) ≤ x, y.
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Even more, Proposition 2.8 2. shows that it is sufficient if x∨0 exists for any x ∈ X as then x∨y = x+(y−x)∨0.
Indeed, as shown in 2., x+ y ∨ z is an upper bound for x+ y and x+ z. On the other hand, if ξ is any other
upper bound, then y ≤ ξ − x, z ≤ ξ − x and thus y ∨ z ≤ ξ − x so ξ ≥ x+ y ∨ z and thus the supremum of
{x+ y, x+ z} exists and equals x+ y ∨ z. Hence only the existence of one supremum is required in property
2.

The element x ∨ 0 plays a special role discussed below.

For an element x in a Riesz space X we can define its positive and negative part, and its absolute value,
respectively, by

x+ = sup{x, 0}, x− = sup{−x, 0}, |x| = sup{x,−x}.
The functions (x, y) → sup{x, y}, (x, y) → inf{x, y}, x → x± and x → |x| are collectively referred to as the
lattice operations of a Riesz space. The relation between them is given in the next proposition.

Proposition 2.10. If x is an element of a Riesz space, then

x = x+ − x−, |x| = x+ + x−. (2.1.1)

Thus, in particular, the positive cone in a Riesz space is generating.

Proof. By Proposition 2.8(1) and (3) we have

x = x+ 0 = sup{x, 0}+ inf{x, 0} = sup{x, 0} − sup{−x, 0} = x+ − x−.

Furthermore, from Theorem 2.8(2) and (4), and the previous result we get

|x| = sup{x,−x} = sup{2x, 0} − x = 2 sup{x, 0} − x = 2x+ − x
= 2x+ − (x+ − x−) = x+ + x−.

ut

The absolute value has a number of useful properties that are reminiscent of the properties of the scalar
absolute value; that is, for example, |x| = 0 if and only if x = 0, |αx| = |α||x| for any x ∈ X and any scalar
α, as well as some others which are proved below.

For a subset S of a Riesz space we write

sup{x, S} = x ∨ S := {sup{x, s}; s ∈ S},
inf{x, S} = x ∧ S := {inf{x, s}; s ∈ S}.

The following infinite distributive laws are used later.

Proposition 2.11. Let S be a nonempty subset of a Riesz space X. If supS exists, then sup{inf{x, S}} and
sup{sup{x, S}} exist for each x ∈ X and

sup{inf{x, S}} = inf{x, supS},
sup{sup{x, S}} = sup{x, supS}. (2.1.2)

Similarly, if inf S exists, then inf{sup{x, S}}, inf{inf{x, S}} exist for each x ∈ X and

inf{sup{x, S}} = sup{x, inf S},
inf{inf{x, S}} = inf{x, inf S}. (2.1.3)

In particular, if S = {y, z}, then

(x ∧ y) ∨ (x ∧ z) = x ∧ (y ∨ z),
(x ∨ y) ∨ (x ∨ z) = x ∨ (y ∨ z),
(x ∨ y) ∧ (x ∨ z) = x ∨ (y ∧ z),
(x ∧ y) ∧ (x ∧ z) = x ∧ (y ∧ z). (2.1.4)
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Proof. Let us assume y = supS exists and let x ∈ X. Because for any s ∈ S we have inf{x, s} ≤ inf{x, y},
we can write

sup{inf{x, S}} ≤ inf{x, supS}

provided the left-hand side exists. To prove the existence and the equality, we should prove that if z ≥
inf{x, s} for any s ∈ S, then z ≥ inf{x, supS}. Using property 2 of Proposition 2.8, we have

s = inf{x, s}+ sup{x, s} − x ≤ z + sup{x, s} − x ≤ z + sup{x, y} − x

for any s ∈ S so that taking the supremum over S we get

y ≤ z + sup{x, y} − x;

that is,
y + x− sup{x, y} ≤ z.

Again using Proposition 2.8, x+ y − sup{x, y} = inf{x, y} and therefore

inf{x, supS} = inf{x, y} ≤ z

which proves the first equation of (2.1.2).

To prove the second identity, again let y = supS exist and note that sup{x, y} is an upper bound for the
set sup{x, S}. If z is another upper bound for this set we have z ≥ sup{x, s} ≥ s for all s ∈ S. Hence z ≥ y.
Because also z ≥ x, we get z ≥ sup{x, y}. Thus sup{x, y} = sup{sup{x, S}}.

Identities (2.1.3) can be proved in the same way. ut

The following inequalities are essential in proving the relations between order and norm in the later sections.

Proposition 2.12. For arbitrary elements x, y, z of a Riesz space X, the following inequalities hold.

1. ||x| − |y|| ≤ |x+ y| ≤ |x|+ |y|;

2. For x, y, z ∈ X we have

|x− y| = sup{x, y} − inf{x, y},
|x− y| = | sup{x, z} − sup{y, z}|+ | inf{x, z} − inf{y, z}|. (2.1.5)

3. (Birkhoff’s inequality)

| sup{x, z} − sup{y, z}| ≤ |x− y|
| inf{x, z} − inf{y, z}| ≤ |x− y|. (2.1.6)

Proof. 1. Clearly, we have x+y ≤ |x|+|y| and −x−y ≤ |x|+|y| so that |x+y| = sup{x+y,−x−y} ≤ |x|+|y|.
From this we see that |x| = |(x + y)− y| ≤ |x + y|+ |y| and in the same way |y| ≤ |x + y|+ |x|. Hence, by
the same argument, ||x| − |y|| ≤ |x+ y|.

2. We observe that for any u, v ∈ X, by Proposition 2.8 2. and 3.,

v + (u− v)+ = v + sup{u− v, 0} = sup{u, v},
−v + (u− v)− = −v + sup{v − u, 0} = sup{−u,−v} = − inf{u, v}.

Hence
|u− v| = (u− v)+ + (u− v)− = sup{u, v} − inf{u, v}.

To prove the second part we write, using in turn (2.1.5), Proposition 2.8 2., (2.1.4) and (2.1.5) again,
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|x− y| = (x− y)+ + (x− y)− = sup{x, y} − inf{x, y}
= (sup{x, y}+ z)− (inf{x, y}+ z) = (x ∨ y) ∨ z + (x ∨ y) ∧ z − (x ∧ y) ∨ z − (x ∧ y) ∧ z
= (x ∨ z) ∨ (y ∨ z) + (x ∧ z) ∨ (y ∧ z)− (x ∨ z) ∧ (y ∨ z)− (x ∧ z) ∧ (y ∧ z)
= |x ∨ z − y ∨ z|+ |x ∧ z − y ∧ z|

3. Follows immediately from 2. ut

Definition 2.13. We say that x, y ∈ X are disjoint (and denote it by x ⊥ y) if inf{|x|, |y|} = 0. For any set
D ⊂ X we define

Dd = {x ∈ X; x ⊥ y for any y ∈ D} (2.1.7)

Proposition 2.14. Let x, y ∈ X. Then

1. x+ ⊥ x− and the decomposition of x into the difference of disjoint positive elements is unique;

2. x ⊥ y is equivalent to |x| ∨ |y| = |x|+ |y| and then

|x+ y| = |x|+ |y|.

Proof. 1. We have

x+∧x− = x−−x−+x+∧x− = x−+ (x+−x−)∧0 = x−− (−(x+ +x−)∨0 = x−− (−x)∨0 = x−−x− = 0.

Further, let u, v ≥ 0 satisfy u ⊥ v and x = u − v. Since x = x+ − x−, we have u − x+ = v − x−. Clearly,
u ≥ x and x+ = x ∨ 0 ≤ u ∨ 0 = u. Similarly, −x ≤ v implies x− = (−x) ∨ 0 ≤ v ∨ 0 = v. Hence

0 ≤ u− x+ = v − x− = (u− x+) ∧ (v − x−) ≤ u ∧ v = 0

by the disjointness.

2. The first part follows by Proposition 2.8 1., as

|x|+ |y| = |x| ∨ |y|+ |x| ∧ |y|,

and the definition of the disjointness. To prove the second part, we observe that

|x+ y| = (x+ y)+ + (x+ y)−

so the result will follow if we could prove (x+y)± = x±+y±. Since obviously x+ +x−+y+ +y− = (x+y) =
(x+ y)+ + (x+ y)−, in view of 1. we need to prove that (x+ + y+) ⊥ (x−+ y−). Since both are nonnegative,

(x+ + y+) ∧ (x− + y−) ≤ x+ ∧ x− + x+ ∧ y− + y+ ∧ x− + y+ ∧ y− = 0,

where we also used x+ ∧ y− ≤ |x| ∧ |y| = 0 and y+ ∧ x− ≤ |y| ∧ |x| = 0 as well as the distributive law from
Proposition 2.8 5. ut

Proposition 2.15. (Riesz decomposition property) If x, y, z ∈ X+ and z ≤ x+ y, then there exist u, v ∈ X+

such that u ≤ x, v ≤ y and z = u+ v.

Proof. Let us take u = x ∧ z and v = z − u. Obviously, 0 ≤ u, v and u ≤ x. Further, by Proposition 2.8 2.,

y − v = y − z + x ∧ z = (y − z + x) ∧ y ≥ 0.

ut

Remark 2.16. The Riesz decomposition property gives an easy proof of the distributive law from Proposition
2.8 5. Indeed,

x ∧ (z + y) ≤ y + z.

Thus, from the Riesz decomposition property, there are 0 ≤ u ≤ y, 0 ≤ v ≤ z such that x ∧ (z + y) = u+ v.
But then u ≤ x ∧ (z + y) ≤ x and so u ≤ y ∧ x. Similarly v ≤ x and hence v ≤ x ∧ z and

x ∧ (z + y) ≤ y ∧ x+ z ∧ x.
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2 Order and Norm

As the next step, we investigate the relation between the lattice structure and the norm, when X is both a
normed and an ordered vector space.

Definition 2.17. A norm on a vector lattice X is called a lattice norm if

|x| ≤ |y| implies ‖x‖ ≤ ‖y‖. (2.2.8)

A vector lattice X, complete under a lattice norm, is called a Banach lattice.

Property (2.2.8) gives the important identity:

‖x‖ = ‖|x|‖, x ∈ X. (2.2.9)

Indeed, this follows as taking first x and y = |x| we have |x| ≤ |(|x|)| and hence ‖x‖ ≤ ‖|x|‖. On taking |x|
and y = x, we also have |(|x|)| ≤ |x| and hence ‖|x|‖ ≤ ‖x‖.

Proposition 2.18. Any normed lattice is Archimedean.

Proof. Let 0 ≤ y ≤ {n−1x}, x ≥ 0, n ∈ N. By the lattice norm property, we have

‖y‖ ≤ ‖n−1x‖ = n−1‖x‖

for any n and hence ‖y‖ = 0, yielding y = 0. Hence inf{n−1x} = 0. ut

For a non-increasing sequence (xn)n∈N we write xn ↓ x if inf{xn; n ∈ N} = x. For a non-decreasing sequence
(xn)n∈N the symbol xn ↑ x have an analogous meaning. One of the basic results is:

Proposition 2.19. Let X be a Banach lattice. Then:

(1) All lattice operations are continuous.

(2) The positive cone X+ is closed.

(3) The positive cone X+ is weakly closed.

(4) If (xn)n∈N is nondecreasing and limn→∞ xn = x in the norm of X, then

x = sup{xn; n ∈ N}.

Analogous statement holds for nonincreasing sequences.

(5) Order intervals are norm bounded and closed.

Proof. Ad. (1). Consider (xn)n∈N, (yn)n∈N of elements of X such that limn→∞ xn = x and limn→∞ yn = y.
Using the Birkhoff inequality, (2.1.6), and Proposition 2.12 1., we have

|xn ∧ yn − x ∧ y| ≤ |xn ∧ yn − xn ∧ y|+ |xn ∧ y − x ∧ y| ≤ |yn − y|+ |xn − x|

and hence, by the definition of a lattice norm,

‖xn ∧ yn − x ∧ y‖ ≤ ‖yn − y‖+ ‖xn − x‖.

Analogously we prove the continuity of ∨ and, by (2.1.1), of | · |.

Ad. (2). Since X+ = {x ∈ X; x− = 0} and the lattice operation X 3 x → x− ∈ X is continuous, X+ is
closed.
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Ad. (3). Since X+ is convex, it is closed if and only if it is weakly closed.

Ad. (4) For any fixed k ∈ N we have
lim
n→∞

(xn − xk) = x− xk

in norm and xn − xk ∈ X+ for n ≥ k so that x − xk ∈ X+ for any k ∈ N by point (1). Thus x is an upper
bound for {xn}n∈N. On the other hand, if xn ≤ y for all n, then 0 ≤ y − xn → y − x so that, again by point
(1), we have y ≥ x and hence x = supn∈N{xn}.

The proof of (3) is analogous.

Ad. (5). Consider f ∈ [x, y]. Then from x ≤ f ≤ y it follows 0 ≤ f −x ≤ y−x and hence ‖f −x‖ ≤ ‖y−x‖.
Thus,

‖f‖ = ‖f − x+ x‖ ≤ ‖x‖+ ‖y − x‖.

To prove that [x, y] is closed we use the closedness of the positive cone. If (hn)n∈N ⊂ [x, y] and hn → h in
X. Then y − xn ≥ 0 and hn ≥ x ≥ 0 and hence y − h ≥ 0 and h− x ≥ 0. ut

In general, the converse of Proposition 2.19 (3) is false; that is, we may have xn ↑ x but (xn)n∈N does
not converge in norm. Indeed, consider xn = (1, 1, 1 . . . , 1, 0, 0, . . .) ∈ l∞, where 1 occupies only the n first
positions. Clearly, supn∈N xn = x := (1, 1, . . . , 1, . . .) but ‖xn−x‖∞ = 1. This can be remedied by adding an
additional condition on the sequence or on the space. In the latter case, the converse of Proposition 2.19(3)
holds in a special class of Banach lattices, called Banach lattices with order continuous norm. A (σ-complete)
Banach lattice is said to have an order continuous norm if any (sequence) net monotonically decreasing to
0 is norm convergent to 0. In such Banach lattices we have, in particular, that if 0 ≤ xn↑ x and xn ≤ x for
all n ∈ N, then (xn)n∈N is a Cauchy sequence. Such spaces will be (possibly) discussed later. In the former
case, we have for instance,

Theorem 2.20. [3, Proposition 10.9] If X is a Banach lattice, then every weakly convergent increasing
sequence is norm convergent.

Proof. We can restrict our attention to nonnegative sequences by e.g. considering (−f1 + fn)n≥1. Let
{f(t)}t≥0n weakly converges to f . We have fn ≤ f for all n ∈ N. Indeed, fix arbitrary n, then fn+p− fn ≥ 0
for all p ≥ 0. Taking p → ∞, by Theorem 2.19 (3), f − fn ≥ 0 and the claim follows since n is arbi-
trary. Using the Mazur theorem, there is a sequence (gn)n∈N of convex combinations of {fn}n∈N such that
limn→∞ gn = f . In other words, for any ε > 0, there is gn = α1f1 + . . .+αmnfmn with αi ≥ 0, i = 1, . . . ,mn,
and α1 + · · ·αmn = 1 such that ‖f − gn‖ ≤ ε. However, since

gn = α1f1 + . . .+ αmn
fmn

≤ (α1 + . . .+ αmn
)fmn

≤ fmn
≤ f,

we have, for r ≥ mn,
‖f − fr‖ ≤ ‖f − fmn

‖ ≤ ‖f − gn‖ ≤ ε

which shows the norm convergence.

It is important to rule out certain properties of general Banach lattices. For instance, R has the property
that any element is either nonnegative or nonpositive. If a general ordered space has this property, we say
that it is totally ordered. It turns out, however, that among Banach lattices, R is essentially the only one
with this property.

Proposition 2.21. Any totally ordered Banach lattice X is at most one-dimensional.

Proof. Let e ∈ X+ and f ∈ X and consider

A+ = {α ∈ R : αe ≥ f}, A− = {α ∈ R : αe ≤ f}.

Each set is nonempty and closed and, since αe− f is either nonpositive or nonnegative, A+ ∪A− = R. Since
R is connected, there is α ∈ A+ ∩A− and so f = αe. ut
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Example 2.22. Consider Rn. A standard order in Rn is given by x ≥ y if and only if xi ≥ yi for any
i = 1, . . . , n. It is a Riesz space with x∨y = (max{x1, y1}, . . . ,max{xn, yn}). It is also a Banach lattice with
all standard norms.

Another often used order in Rn is called the lexicographical order and is defined by x ≥ y if and only if
there exists k ∈ {0, . . . , n} such that x1 = y1, . . . , xk = yk and xk+1 > xk. It is a totally ordered Riesz
space with x∨ y being the bigger element. The positive cone e.g. in R2 consists of the open right half-plane
{(x1, x2); x1 > 0} and the semiaxis {(x1, x2); x1 = 0, x2 > 0}. We observe that this is not an Archimedean
space. Indeed, since (n−1, 0) ≥ (0, 1) for any n, infn{(n−1, 0)} 6= 0.

Example 2.23. Typical examples of Riesz spaces are provided by function spaces. If X is a vector space of
real-valued functions on a set Ω, then we can introduce a pointwise order in X by saying that f ≤ g in X if
f(x) ≤ g(x) for any x ∈ S. Equipped with such an order, X becomes an ordered vector space. Let us define
on X×X the operations f ∨ g and f ∧ g by taking point-wise maxima and minima; that is, for any f, g ∈ X,

(f ∨ g)(x) := max{f(x), g(x)},
(f ∧ g)(x) := min{f(x), g(x)}.

We say that X is a function space if f ∨ g, f ∧ g ∈ X, whenever f, g ∈ X. Clearly, a function space
with pointwise ordering is a Riesz space. Examples of function spaces are offered by the spaces of all real
functions RΩ or all real bounded functions M(Ω) on a set Ω, and by, defined earlier, spaces C(Ω), C(Ω),
or lp, 1 ≤ p ≤ ∞.

If Ω is a measure space, then all above considerations are valid when the pointwise order is replaced by
f ≤ g if f(x) ≤ g(x) almost everywhere. With this understanding, L0(Ω) and Lp(Ω) spaces with 1 ≤ p ≤ ∞
become function spaces and are thus Riesz spaces.

These are also Banach lattices under standard norms.

Example 2.24. Consider the Banach space C1([0, 1]) with the norm

‖f‖ = max
s∈[0,1]

|f(s)|+ max
s∈[0,1]

|f ′(s)|

and the natural order inherited from C([0, 1]). Since sup{t, 1 − t} /∈ C1([0, 1]), this is not a vector lattice.
Moreover, the norm is not compatible with the order. Indeed, if we take f(s) = 1 and g(s) = sin 2s for
s ∈ [0, 1], we have g ≤ f but ‖g‖ ≥ |g′(0)| = 2 > 1 = ‖f‖.

Example 2.25. On the other hand, consider the space W 1
2 (0, 1). It follows that the absolute value of a function

from W 1
2 (0, 1) is still in W 1

2 (0, 1), so W 1
2 (0, 1) with the order inherited from L1(0, 1) is a vector lattice.

However, as in the above example, the norm is not compatible with the order. Indeed, ‖f‖ = 1 but

‖g‖2 =

∫ 1

0

sin2(2s)ds+ 2

∫ 1

0

cos2(2s)ds = 1 +

∫ 1

0

cos2(2s)ds > 1.

Example 2.26. Two classes of Banach lattices play an important role in our considerations: AL- and AM -
spaces. We say that a Banach lattice X is

(i) an AL-space if ‖x+ y‖ = ‖x‖+ ‖y‖ for all x, y ∈ X+,

(ii) an AM-space if ‖x ∨ y‖ = max{‖x‖, ‖y‖} for all x, y ∈ X+.

Standard examples of AM -spaces are offered by the spaces C(Ω), where Ω is either a bounded subset of Rn,
or in general, a compact topological space. Also the space L∞(Ω) is an AM -space. On the other hand, most
known examples of AL-spaces are the spaces L1(Ω, dµ).

The importance of AL-spaces stems from the fact that increasing and norm bounded sequences (xn)n∈N are
norm convergent. As usual, we can restrict our considerations to positive sequences. Since (‖xn‖)n∈N is also
increasing, its boundedness implies that it converges. Then for m ≥ n we have
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‖xm − xn‖ = ‖xm − xn‖+ ‖xn‖ − ‖xn‖ = ‖xm‖ − ‖xn‖

and hence (xn)n∈N is a Cauch sequence. These examples exhaust all (up to a lattice isometry; that is,
topological isomorphism that preserves lattice operations) cases of AM - and AL-spaces. However, particular
representations of these spaces can be very different.

We note that the existence of suprema or infima of finite sets, ensured by the definition of a Riesz space,
does not extend to infinite sets. This warrants introducing a more restrictive class of spaces.

Definition 2.27. We say that a Riesz space X is Dedekind (or order) complete if every nonempty and
bounded from above subset of X has a least upper bound. X is said to be σ-Dedekind or (σ-order) complete,
if every bounded from above nonempty countable subset of X has a least upper bound.

Remark 2.28. In some definitions, [2, p. 12], for a Riesz space X to be order complete, it is enough if any
directed upward set of nonnegative elements has a supremum in X. Here, a set S ⊂ X is called directed
upward if for any x, y ∈ S there is z ∈ S such that x ≤ z and y ≤ z. We prove that the supremum of any
set (if it exists) can be obtained through a directed set of nonnegative elements so that both definitions are
equivalent.

Let S be a nonempty subset of X. First, we show that supS can be replaced by supS, where S is the set
of all suprema of finite collections of elements from S. It suffices to show that the sets of upper bounds for
both sets are the same. If u is an upper bound for S, then u ≥ s for any s ∈ S but then, from the definition
of supremum, u ≥ x for any x ∈ S. Conversely, if u is an upper bound for S, then, because the supremum of
a set is not smaller than any of its elements, we obtain u ≥ s for any s ∈ S. Hence both suprema exist or do
not exist at the same time and are equal in the former case. By the second equation of (2.1.2) we see that
the set S is directed. Note that we have proved even more: for any x, y ∈ S we can take z = sup{x, y} ∈ S.

Next, let x0 ∈ S. Then supS and supS1 := sup{x ∈ S; x ≥ x0} either both exist and are equal, or do
not exist. In fact, clearly any upper bound for S is also an upper bound for S1. Conversely, if u is an upper
bound for S1, then for any x ∈ S, sup{x0, x} ∈ S and thus sup{x0, x} ∈ S so that u ≥ sup{x0, x} ≥ x.
Hence we always can replace S by a set of nonnegative elements using the shift

supS = sup{x ∈ S; x ≥ x0} = sup{x− x0; x ∈ S, x− x0 ≥ 0}+ x0.

Example 2.29. Order complete Riesz spaces are Archimedean. To show this, let X be an order complete Riesz
space and assume that x ≤ n−1y for some x, y ∈ X+ and any n ∈ N. Because u = sup{nx; n ∈ N} exists in
X, we can write nx = (n + 1)x − x ≤ u − x. Taking the supremum of both sides, we find u ≤ u − x which
yields x ≤ 0. Because x is positive, we have x = 0.

Example 2.30. The space C([0, 1]) is not σ-order complete (and thus also not order complete). To see this,
consider the sequence of functions given by

fn(x) =


1 for 0 ≤ x ≤ 1

2 −
1
n ,

n
(
1
2 − x

)
for 1

2 −
1
n < x ≤ 1

2 ,

0 for 1
2 < x < 1.

This is clearly an increasing sequence bounded from above by g(x) ≡ 1. However, it converges pointwise to
a discontinuous function f(x) = 1 for x ∈ [0, 1/2) and f(x) = 0 for x ∈ [1/2, 0]. In general, spaces C(Ω) are
not σ-order complete unless Ω consists of isolated points.

On the other hand, the spaces lp, 1 ≤ p ≤ ∞, are clearly order complete, as taking the coordinatewise
suprema of sequences bounded from above by an lp sequence produces a sequence which is in lp.

If we move to the spaces Lp(Ω), p ∈ {0} ∪ [1,∞], then the problem becomes more complicated. Because
the measure is σ-finite, the supremum and the infimum of a countable subset of measurable functions are
measurable, L0(Ω) and L∞(Ω) are σ-order complete by definition, and the spaces Lp(Ω) also are σ-order
complete by the dominated convergence theorem for Lebesgue integrals.
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The proof that they are also order complete is much more delicate; see [1, Problem 1.6.5]. We recall that µ
is assumed to be σ-finite and S ⊂ L0(Ω). By Remark 2.28 we can assume that S consists of nonnegative
elements satisfying sup{f, g} ∈ S whenever f, g ∈ S. Let Ω =

⋃∞
n=1Ωn with 0 < µ(Ωn) < +∞ and define

ρ : L0,+(Ω)→ [0,∞) by

ρ(f) =
∞∑
n=1

1

2nµ(Ωn)

∫
Ωn

f

1 + f
dµ.

It is clear that ρ has the following properties: (a) f ∈ L1,+(Ω) satisfies ρ(f) = 0 if and only if f = 0; (b) if
0 ≤ f ≤ g and ρ(f) = ρ(g), then f = g; and (c) if (fn)n∈N ⊂ L0,+(Ω) converges to f in an increasing way,
then ρ(fn)→ ρ(f).

The function ρ is bounded on L0,+(Ω), therefore we can set m := supg∈S ρ(g) < +∞ and choose a sequence
(fn)n∈N ⊂ S such that ρ(fn) converges to m. Because S was assumed to be a directed set, we can construct
this sequence to be increasing. Furthermore, S is bounded from above and (fn)n∈N is countable, thus it
follows that there is f ∈ L0,+(Ω) such that fn converges to f in an increasing way. By property (c), we also
have ρ(fn)↗ ρ(f).

We show that f = supS. First, f is an upper bound for S. In fact, let g ∈ S. Then sup{g, fn} ∈ S for any
n ∈ N and by (2.1.2) we get supn{sup{g, fn}} = sup{g, f}. From fn ≤ sup{g, fn} and ρ(sup{g, fn}) ≤ m we
obtain by (c) that ρ(sup{g, f}) = m. Because 0 ≤ f ≤ sup{g, f}, property (b) gives f = sup{g, f}, hence
f ≥ g and f is an upper bound for S. Let h ∈ L0(Ω) be another upper bound. Then fn ≤ h, but because f
is the pointwise limit almost everywhere of (fn)n∈N, we have f ≤ h and thus f = supS ∈ L0,+(Ω).

The fact that Lp(Ω) are also order complete for 1 ≤ p ≤ ∞ then follows from the Lebesgue dominated
convergence theorem for p < +∞ and directly from the definition for p =∞.

3 Sublattices, Ideals and Bands

We observe that a vector subspace Y of a vector lattice X, which is ordered by the order inherited from X,
may fail to be a vector sublattice of X in the sense that Y may be not closed under lattice operations. For
instance, the subspace

Y := {f ∈ L1(R) :

∞∫
−∞

f(t)dt = 0}

does not contain any nontrivial nonnegative function, and thus it is not closed under the operations of taking
f± or |f |.

Accordingly, we call Y a vector sublattice if Y is closed under lattice operations. Actually, it is sufficient (and
necessary) if it is closed under one lattice operation; that is, Y is a vector sublattice if one of the following
conditions holds: (i) |x| ∈ Y ; (ii) x± ∈ Y , whenever x ∈ Y .

A subspace I of a vector lattice is called an ideal if for any x, y ∈ X, y ∈ I implies |y| ∈ I and 0 ≤ x ≤ y
implies x ∈ I; ideals are automatically vector sublattices. A band is an ideal that contains suprema of all its
subsets.

Since vector sublattices, ideals and bands are closed under intersections, a subset S ⊂ X uniquely determines
the smallest (in the inclusion sense) vector sublattice (respectively, an ideal, a band) in X containing S, called
the vector sublattice (respectively, ideal, band) generated by S.

Proposition 2.31. If S = {x}, x ≥ 0, consists of a single point, then the ideal generated by it, called the
principal ideal generated by x, is given by

Ex = {y ∈ X : there exists λ ≥ 0 such that |y| ≤ λx} =
⋃
k∈N

k[−x, x].
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Proof. Let I = {y ∈ X : there exists λ ≥ 0 such that |y| ≤ λx}; of course the second equality is obvious. I
is an ideal containing x. Indeed, if y1, y2 ∈ Ex, then there are k1, k2 ≥ 0 such that −k1x ≤ y1 ≤ k1y1 and
−k2x ≤ y2 ≤ k2y2. Thus αy1 + βy2 ∈ (|α|k1 + |β|k2)[−x, x] ⊂ I. Also, if 0 ≤ y ∈ I, then y ≤ λx for some
λ ≥ 0. Hence, if 0 ≤ z ≤ y, then 0 ≤ z ≤ λx and so x ∈ I. Thus, we have Ex ∈ I by definition. On the other
hand, let y ∈ I, then |y| ≤ λx for some λ ≥ 0, but then |y/λ| ≤ x. This means y/λ belongs to any ideal
containing x and hence y ∈ Ex. ut

If for some vector e ∈ X we have Ee = X, then e is called an order unit.

Example 2.32. Any strictly positive function is an order unit in C(Ω), Ω compact.

Theorem 2.33. Let X be a Banach lattice, e ∈ X+ and let Ee be the principal ideal generated by e and
define

‖y‖e = inf{λ > 0; y ∈ λ[−e, e]}, y ∈ Ee. (2.3.10)

Then (Ee, ‖ · ‖e) is an AM -space having e as an order unit.

Proof. To prove that ‖ · ‖e is a norm, first let ‖y‖ = 0. This shows that −λe ≤ y ≤ λe for any λ > 0 and
hence, since X is Archimedean, |y| = 0 yielding y = 0. Homogeneity follows from

‖αy‖e = inf{λ > 0; αy ∈ λ[−e, e]} = inf{λ > 0; |α|y ∈ λ[−e, e]} = |α| inf

{
λ

|α|
> 0; y ∈ λ

|α|
[−e, e]

}
.

Similarly, if −λ1e ≤ x ≤ λ1e and −λ2e ≤ y ≤ λ2e for any λ1 ≥ ‖x‖e and λ2 ≥ ‖y‖e, then

−λ1e− λ2e ≤ x+ y ≤ λ1e+ λ2e.

Hence, inf{λ > 0; x+ y ∈ λ[−e, e]} ≤ λ1 + λ2 for any λ1 ≥ ‖x‖e and λ2 ≥ ‖y‖e and so

‖x+ y‖e ≤ ‖x‖e + ‖y‖e.

Further, it is clearly a lattice norm satisfying ‖x‖e = ‖|x|‖e.

Let 0 ≤ x, y ∈ Ee. We may assume ‖x‖e ≤ ‖y‖e. Let ‖y‖e < c for some c > 0. Then x, y ≤ ce and hence
0 ≤ x∨ y ≤ ce but this implies ‖x∨ y‖e ≤ c for any c > ‖y‖e and hence ‖x∨ y‖e ≤ ‖y‖e = max{‖x‖e, ‖y‖e}.
On the other hand, since ‖ · ‖e is a lattice norm and x, y ≤ x ∨ y, max{‖x‖e, ‖y‖e} ≤ ‖x ∨ y‖e.

Finally, let (xn)n∈N be a Cauchy sequence in the norm ‖ ·‖e. By selecting a subsequence, we can assume that
‖xn+1−xn‖e < 2−n. This means, however, that |xn+1−xn| ≤ 2−ne. Using the fact that X is a Banach lattice,
we have ‖xn+1 − xn‖ ≤ 2−n‖e‖ and thus limn→∞ xn = x ∈ X. Furthermore, for any n and m = n + p ≥ n
we have

|xn+p − xn| ≤

∣∣∣∣∣
p∑
i=1

(xn+i − xn+p−1)

∣∣∣∣∣ ≤ e2−n
p−1∑
i=0

2−i ≤ 21−ne.

Since the modulus is continuous in the norm of X, we find

|x− xn| ≤ 21−ne (2.3.11)

for any n. From the definition of infimum, |x| ≤ ‖x‖ee. This shows, in particular,

|x| ≤ |x1|+ e ≤ (1 + ‖x1‖e)e

and thus x ∈ Ee and therefore (2.3.11) shows that

lim
n→∞

‖x− xe‖e = 0.

That e is an order unit of Ee follows directly from Proposition 2.31. ut
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As a corollary we note

Corollary 2.34. Let X be a Banach lattice and e ∈ X+. If A ⊂ Ee is relatively compact in (Ee, ‖ · ‖e), then
supA ∈ Ee.

Proof. Since [−e, e] is the unit ball in Ee, for any n there is {xn1 , . . . , xnrn} ⊂ A such that

A ⊂
rn⋃
i=1

{x ∈ E; xni + n−1[−e, e]}.

Define zn = xn1 ∨· · ·∨xnrn . For any x ∈ A, since x ≤ xni +n−1e for some i ∈ {1, . . . , rn}, we have x ≤ zn+n−1e.
Such a zn can be created for any n. Let yn = z1 ∨ . . . ∨ zn. Let us fix n and arbitrary p ∈ N0. Then
yn+p = z1∨. . .∨zn+p = (x11∨. . .∨x1r1)∨. . .∨(xn+p1 ∨. . .∨xn+prn+p

) and since any xki , i = 1, . . . , rk, k = 1, . . . , n+p
belongs to A, we have

zn ≤ yn ≤ yn+p ≤ zn + n−1e,

or
0 ≤ yn+p − yn ≤ n−1e

for all p ≥ 0. This shows that for any ε > 0 there is n = bε−1c+ 1 such that ‖yk − yn‖e ≤ ε for any k ≥ n.
Thus (yn)n∈N is a Cauchy sequence and there is Ee 3 y = limn→∞ yn.

By construction, for any x ∈ A and for any n there is xni ∈ A such that

x ≤ xni + n−1e ≤ y + n−1e

and since n is arbitrary, y is an upper bound for A. On the other hand, if z ≥ x for any x ∈ A, then zn ≤ z
for any n and hence

y ≤ zn + n−1e ≤ z + n−1e

for any n, leading to y ≤ z. Thus y = supA. ut

3.1 Complexification

In some cases, especially when we want to use spectral theory, we need to move the problem to a complex
space. This is done by the procedure called complexification.

Definition 2.35. Let X be a real vector lattice. The complexification XC of X is the set of pairs (x, y) ∈
X ×X where, following the scalar convention, we write (x, y) = x+ iy. Vector operations are defined as in
scalar case

x1 + iy1 + x2 + iy2 = x1 + x2 + i(y1 + y2),

(α+ iβ)(x+ iy) = αx− βy + i(βx+ αy).

The partial order in XC is defined by

x0 + iy0 ≤ x1 + iy1 if and only if x0 ≤ x1 and y0 = y1. (2.3.12)

The operators of the complex adjoint, real part, and imaginary part of z = x+ iy are defined through:

z̄ = x+ iy = x− iy,

<z =
z + z̄

2
= x,

=z =
z − z̄

2i
= y.
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Remark 2.36. Note, that from the definition, it follows that x ≥ 0 in XC is equivalent to x ∈ X and x ≥ 0
in X. In particular, XC with partial order (2.3.12) is not a lattice.

It is a more complicated task to introduce a norm on XC because standard product norms, in general, fail
to preserve the homogeneity of the norm.

Example 2.37. Let us norm XC = X ×X by the Euclidean norm. Then,

‖(1 + i)(x+ iy)‖2 = 2(‖x‖2 + ‖y‖2),

and on the other hand,

‖(1 + i)(x+ iy)‖2 = ‖(x− y) + i(x+ y)‖2 = ‖x− y‖2 + ‖x+ y‖2

which gives the parallelogram identity in X yielding X to be a Hilbert space.

The simplest norm, compatible with multiplication by complex scalars, is

‖x+ iy‖C = sup
θ∈[0,2π]

‖x cos θ + y sin θ‖. (2.3.13)

It can be proved, [1, Problem 1.1.7], that this is a norm satisfying

1

2
(‖x‖+ ‖y‖) ≤ ‖x+ iy‖C ≤ ‖x‖+ ‖y‖

so that topological properties of XC and X are the same.

The disadvantage of (2.3.13) is that (XC , ‖ · ‖C) will usually not inherit the lattice structure from X. Thus it
is important to find a norm on XC which is compatible with the order in XC . This is done by first introducing
the modulus on XC . In the scalar case we obviously have

sup
θ∈[0,2π]

(α cos θ + β sin θ)

= |α+ iβ| sup
θ∈[0,2π]

(
α√

α2 + β2
cos θ +

β√
α2 + β2

sin θ)

= |α+ iβ| sup
θ∈[0,2π]

cos(θ − θ0) = |α+ iβ|, (2.3.14)

where cos θ0 = α/
√
α2 + β2 and sin θ0 = β/

√
α2 + β2. Mimicking this,we have

Proposition 2.38. For x+ iy ∈ XC , the modulus

|x+ iy| = sup
θ∈[0,2π]

(x cos θ + y sin θ)

exists.

Proof. Consider e = |x| + |y| > 0 and Ee. Since X is a Banach lattice, Ee is an AM-space with the unit e.
Then x cos θ + y sin θ ∈ [−e, e] ⊂ Ee for any θ ∈ [0, 2π]. Further, since linear operations are continuous (in
Ee as well) and [0, 2π] is compact, we see that

A = {x cos θ + y sin θ; θ ∈ [0, 2π]

is compact in Ee. Thus, by Corollary 2.34, sup
θ∈[0,2π]

(x cos θ + y sin θ) exists. ut

Such a defined modulus has all standard properties of the scalar complex modulus, [1, Problem 3.2.2]: for
any z, z1, z2 ∈ XC and λ ∈ C,
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(a) |z| ≥ 0 and |z| = 0 if and only if z = 0,

(b) |λz| = |λ||z|,

(c) |z1 + z2| ≤ |z1|+ |z2| (triangle inequality),

and thus one can define another norm on the complexification XC by

‖z‖c = ‖x+ iy‖c = ‖|x+ iy|‖. (2.3.15)

Properties (a)–(c) and |x| ≤ |z|, |y| ≤ |z| imply

1

2
(‖x‖+ ‖y‖) ≤ ‖z‖c ≤ ‖x‖+ ‖y‖,

hence ‖ · ‖c is a norm on XC which is equivalent to ‖ · ‖C . As the norm ‖ · ‖ is a lattice norm, we have
‖z1‖c ≤ ‖z2‖c, whenever |z1| ≤ |z2|, and ‖ · ‖c becomes a lattice norm on XC . We observe that z → |z| is
continuous with repect to ‖ · ‖c.

Definition 2.39. A complex Banach lattice is an ordered complex Banach space XC that arises as the
complexification of a real Banach lattice X, according to Definition 2.35, equipped with the norm (2.3.15).

4 Some other stuff

The principal band generated by x ∈ X is given by

Bx = {y ∈ X : sup
n∈N
{|y| ∧ n|x|} = |y|}.

An element e ∈ X is said to be a weak unit if Be = X. It follows that e ≥ 0 is a weak unit in a vector lattice
X if and only if for any x ∈ X, |x|∧e = 0 implies x = 0. Every order unit is a weak unit. If X = C(Ω), where
Ω is compact, then any strictly positive function is an order unit. On the other hand, Lp spaces, 1 ≤ p <∞,
will not typically have order units, as they include functions that could be unbounded. However, any strictly
positive a.e. Lp function is a weak order unit.

An intermediate notion between order unit and weak order unit is played by quasi-interior points. We say
that 0 6= u ∈ X+ is a quasi-interior point of X if Eu = X. We have

Lemma 2.40. [1, Lemma 4.15] For u > 0 the following are equivalent.

(a) u is a quasi-interior point of X;

(b) For each x ∈ X+ we have limn→∞ ‖x ∧ nu− x‖ = 0;

(c) If 0 < x∗ ∈ X∗+, then 〈x∗, u〉 > 0.

It is clear that f ∈ Lp(Ω,µ), 1 ≤ p <∞, where µ is σ-finite, is a quasi-interior point if and only if f(s) > 0
for almost all s > 0.
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Operators on Banach Lattices

1 Types of operators

Definition 3.1. A linear operator A from a Banach lattice X into a Banach lattice Y is called positive,
denoted A ≥ 0, if Ax ≥ 0 for any x ≥ 0. An operator A is called strictly positive if Ax > 0 for any x > 0.

Proposition 3.2. An operator A is positive if and only if |Ax| ≤ A|x|.

Proof. The proposition follows easily from −|x| ≤ x ≤ |x| so, if A is positive, then −A|x| ≤ Ax ≤ A|x|.
Conversely, taking x ≥ 0, we obtain 0 ≤ |Ax| ≤ A|x| = Ax. ut

Proposition 3.3. If A is positive, then

‖A‖ = sup
x≥0, ‖x‖≤1

‖Ax‖.

Proof. Because ‖A‖ = sup‖x‖≤1 ‖Ax‖ ≥ supx≥0,‖x‖≤1 ‖Ax‖, it is enough to prove the opposite inequality.
For each x with ‖x‖ ≤ 1 we have |x| = x+ + x− ≥ 0 with ‖x‖ = ‖|x|‖ ≤ 1. On the other hand, A|x| ≥ |Ax|,
hence ‖A|x|‖ ≥ ‖|Ax|‖ = ‖Ax‖. Thus sup‖x‖≤1 ‖Ax‖ ≤ supx≥0,‖x‖≤1 ‖Ax‖ and the statement is proved. ut

Remark 3.4. As a consequence, we note that if 0 ≤ A ≤ B, then ‖A‖ ≤ ‖B‖. Moreover, it is worthwhile to
emphasize that if there exists K such that ‖Ax‖ ≤ K‖x‖ for x ≥ 0, then this inequality holds for any x ∈ X.
Indeed, by Proposition 3.3 we have ‖A‖ ≤ K and using the definition of the operator norm, we obtain the
desired statement.

The space of linear operators L(X,Y ) (between real ordered vector spaces) is an ordered vector space
becomes an ordered vector space by defining A1 ≥ A2 if and only if A1 −A2 ≥ 0. We introduce two further
classes of operators.

Definition 3.5.

The operator A ∈ L(X,Y ) is called regular if A can be written as A = A1 − A2, where A1, A2 are positive
operators. The space of regular operators is denoted by Lr(X,Y ).

The operator A ∈ L(X,Y ) is called order bounded whenever it maps any order interval of X into an order
interval in Y . The space of order bounded operators is denoted by Lb(X,Y ).

We observe that A is regular if and only if it is dominated by a positive operator that is, there is a positive
B such that A ≤ B. Further, A is order bounded if and only if it maps intervals of the form [0, x] in X into
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intervals in Y. Hence, in particular, positive operators are both regular and order bounded. Similarly, any
regular operator is order bounded.

Positive operators are fully determined by their behaviour on the positive cone. Precisely speaking, we have
the following theorem.

Theorem 3.6. [2, Theorem 1.10] If A : X+ → Y+ is additive, then A extends uniquely to a positive linear
operator from X to Y . Keeping the notation A for the extension, we have, for each x ∈ X,

Ax = Ax+ −Ax−. (3.1.1)

Proof. Because the operation of taking positive and negative part is not linear, it is not a priori clear that
Ax := Ax+−Ax− is an additive operator. However, by taking two representations of x: x = x+−x− = x1−x2
with x+, x−, x1, x2 ≥ 0, we see that x+ + x2 = x− + x1 so that Ax+ − Ax− = Ax1 − Ax2 and Ax is
independent of the representation of x. As x+ y = x+ + y+ − (x− + y−) is a representation of x+ y we see
that A(x+ y) = A(x+ − x−) +A(y+ − y−) = Ax+Ay.

To prove homogeneity of A, we first observe that if 0 ≤ y ≤ x, then Ay ≤ Ax. Obviously, from the additivity,
it follows that A is finitely additive and satisfies A(−x) = −A(x); thus it is homogeneous with respect to
rational numbers. Indeed, taking r = p/q, where p and q are integers, we have

pA(x) = A(px) = A

(
q
p

q
x

)
= qA

(
p

q
x

)
.

Now, let x ∈ X+, λ ≥ 0, and choose sequences of rational numbers (rn)n∈N and (tn)n∈N satisfying 0 ≤ rn ≤
λ ≤ tn for all n ∈ N and monotonically converging to λ. From the homogeneity for rational numbers we
obtain

rnA(x) = A(rnx) ≤ A(λx) ≤ A(tnx) = tnA(x),

from where, using the fact that X is Archimedean, we obtain A(λx) = λAx. Finally, by taking arbitrary
x ∈ X and λ ≥ 0 we have

A(λx) = A(λx+)−A(λx−) = λ(A(x+ − x−)) = λAx,

and for λ < 0 the thesis follows by
A(λx) = −A(−λx) = λAx.

Finally, let us denote by B any other linear extension of A. It must be a positive operator and because it is
linear it must satisfy

Bx = B(x+ − x−) = Bx+ −Bx− = Ax+ −Ax− = Ax,

and hence the extension is unique. ut

Another frequently used property of positive operators is given in the following theorem.

Theorem 3.7. If A is an order bounded operator from a Banach lattice to a normed Riesz space, then A is
bounded.

Proof. By Proposition 2.19 (5), the order interval is norm bounded.

If A were not bounded, then we would have a sequence (xn)n∈N satisfying ‖xn‖ = 1 and ‖Axn‖ ≥ n3,
n ∈ N. Since ‖Axn‖ ≤ ‖Axn,+‖ + ‖Axn,−‖, we may assume that one of the sequences, (‖Axn,+‖)n≥1 or
(‖Axn,−‖)n≥1 is greater than n3. So, we can assume that we have

xn ≥ 0, ‖xn‖ ≤ 1, ‖Axn‖ ≥ n3.

Because X is a Banach space,
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x :=

∞∑
n=1

n−2xn ∈ X.

Because 0 ≤ xn/n2 ≤ x, all elements {x/n2}n≥1 are contained in the order interval [0, x]. On the other hand,
‖A(xn/n

2)‖ ≥ n which contradicts the definition of an order bounded operator. ut

Corollary 3.8. Any positive operator A defined on the whole space is norm bounded.

Example 3.9. The assumption that X in Theorem 3.7 is a complete space is essential. Indeed, let X be a
space of all real sequences which have only a finite number of nonzero terms. It is a normed Riesz space
under the norm ‖x‖ = supn{|xn|}, where x = (xn)n∈N. Consider the functional

f(x) =
∞∑
n=1

xn.

It is a positive everywhere defined linear functional. However, taking the sequence of elements xn =
(1, 1, . . . , 1, 0, 0, . . .), where 0 appears starting from the n+ 1st place, we see that ‖xn‖ = 1 and f(xn) = n
for each n ∈ N so that f is not bounded.

A striking consequence of this fact is that all norms, under which X is a Banach lattice, are equivalent as
the identity map must be continuously invertible, [2, Corollary 12.4].

Theorem 3.10. Let X and Y be Banach lattices with Y being Dedekind complete. A linear operator A :
X → Y is order bounded if and only if it is regular. Furthermore, Lb(X,Y ) is Dedekind complete with the
set of positive operators from X to Y being the positive cone.

Proof. We noted earlier that regular operators are order bounded. For the converse, let A : X → Y be order
bounded. Then, for any given x ∈ X+, the set {Av; 0 ≤ v ≤ x} is contained in an order interval in Y . Since
Y is Dedekind complete,

α(x) := sup{Av; 0 ≤ v ≤ x}

exists in Y . We observe that
α(x) ≥ 0, α(x) ≥ Ax, x ∈ X+. (3.1.2)

We prove that α is additive on X+. Consider x1, x2 ∈ X+. Then

α(x1) + α(x2) = sup{A(v1 + v2); 0 ≤ v1 ≤ x1, 0 ≤ v1 ≤ x2} ≤ α(x1 + x2).

To prove the reverse inequality, let 0 ≤ v ≤ x1 + x2. By the Riesz decomposition property, Proposition 2.15,
there are 0 ≤ v1 ≤ x1 and 0 ≤ v2 ≤ x2 such that v = v1 + v2 and hence

Av = Av1 +Av2 ≤ α(x1) + α(x2).

Taking the supremum gives α(x1 + x2) = α(x1) + α(x2). So, α is an additive mapping from X+ to Y+ and
thus, by Theorem 3.6, it extends to a linear positive operator on X. Denote it by A1 and define A2 = A1−A.
By (3.1.2), A1, A2 ≥ 0 and thus A = A1 −A2 implies that A is regular.

Next we prove that Lb(X,Y ) = Lr(X,Y ) is Dedekind complete. Let A ∈ Lb(X,Y ) and

A1x = sup{Av; 0 ≤ v ≤ x}, x ∈ X+.

Then, as noted above, A1 is an upper bound of both A and the nul operator. If A′ is another upper bound,
then A′x ≥ A′v ≥ Av for any 0 ≤ v ≤ x, since A′ is a positive operator (being an upper bound for the zero
operator). Hence

A′x ≥ sup{Av; 0 ≤ v ≤ x} = A1x.

Hence A1 is the least upper bound, or supremum, of A and 0, A1 = A ∨ 0 = A+. If we take now arbitrary
A,B ∈ Lb(X,Y ), then
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A+ (B −A)+ = A+ (B −A) ∨ 0 = A ∨B,

as in Proposition 2.8 (2).

To prove the Dedekind completeness, letD be an upwards directed and bounded from above set in Lb(X,Y )+.
Let

τ(x) = sup{Tx; T ∈ D}, x ∈ X+.

We observe that τ(x) exists in Y+ since D is bounded and Y is Dedekind complete. By the definition of
upwards directed set, for any A1, A2 ∈ D, there is A3 ∈ D such that A3 ≥ A1, A3 ≥ A2. Taking x1, x2 ∈ X+,
we thus have

A1x1 +A2x2 ≤ A3(x1 + x2) ≤ τ(x1 + x2).

Taking suprema, we find
τ(x1) + τ(x2) ≤ τ(x1 + x2).

The inequality in the opposite direction follows as for any A ∈ D,x1, x2 ∈ X+,

A(x1 + x2) = A(x1) +A(x2) ≤ τ(x1) + τ(x2)

and taking supremum on the left hand side. Hence the mapping τ : X+ → Y+ is additive and thus it extends
to a positive operator A0 : X → Y . Since A0x = sup{Ax; A ∈ D}, x ∈ X+ it must satisfy A0 = supD. ut

Theorem 3.11. As before, let X and Y be Riesz speces with Y being Dedekind complete, and let A,B ∈
Lb(X,Y ). Then, for any x ∈ X+, we have

1. A+x = sup{Av; 0 ≤ v ≤ x},

2. −A−x = inf{Av; 0 ≤ v ≤ x},

3. (A ∨B)(x) = sup{Av +Bw; v ≥ 0, w ≥ 0, v + w = x},

4. (A ∧B)(x) = inf{Av +Bw; v ≥ 0, w ≥ 0, v + w = x},

5. |A|(x) = sup{Av; |v| ≤ x} = sup{|Av|; |v| ≤ x},
and for any x ∈ X

6. |Ax| ≤ |A|(|f |).

Proof. The operator A+, as defined above, coincides with the operator A1 defined in the previous proof, where
it was also proved that A1 = A∨ 0 and hence A+ indeed is the positive part of A. Then, by Proposition 2.10
and Proposition 2.8 2. & 3.,

−A−x = Ax−A+x = Ax− sup{Av; 0 ≤ v ≤ x} = Ax+ inf{−Av; 0 ≤ v ≤ x}
= inf{A(x− v); 0 ≤ v ≤ x} = inf{Az; 0 ≤ z ≤ x},

which proves 2.

To prove (3), we define A3 = A1∨A2 so that, as in Remark 2.9, A3 = A2 +(A1−A2)+. Thus, by Proposition
2.8 2.,

A3x = sup{(A1 −A2)y; 0 ≤ y ≤ x}+A2x = sup{(A1y +A2(x− y); 0 ≤ y ≤ x}

which is the desired result. The proof of (4) is analogous.

To prove (5), we have

|A|(x) = A+x+A−x = sup{Ay; 0 ≤ y ≤ x}+sup{−Az; 0 ≤ z ≤ x} = sup{A(y−z); 0 ≤ y ≤ x, 0 ≤ z ≤ x}.

Since 0 ≤ y ≤ x, 0 ≤ z ≤ x implies |y − z| ≤ x, we have further

|A|(x) = sup{Af ; |f | ≤ x}.
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On the other hand, |f | ≤ x implies

Af ≤ |Af | ≤ |A|(|f |) ≤ |A|(x)

and so
sup{Af ; |f | ≤ x} ≤ sup{|Af |; |f | ≤ x} ≤ |A|(x)

from where (5) follows.

1.1 Positive functionals

A particular role among linear operators is played by linear functionals. As in the case of operators, functionals
can be order bounded, regular, positive. In particular, a functional x∗ is said to be positive if 〈x∗, x〉 > 0 for
any x ∈ X+.

Definition 3.12. The space of all order bounded functional on X is denoted by X∼ and is called the order
dual of X.

The set of all (order bounded) positive functionals is denoted by X∼+ .

Since R is Dedekind complete, we have

Corollary 3.13. If X is a Riesz space, a linear functional on E is order bounded if and only if it is regular.
The space of all order bounded funcytionals X∼ is a Dedekind complete Riesz space.

Proposition 3.14. For every x ∈ X, x ∈ X+ if and only if 〈x∗, x〉 > 0 for any x∗ ∈ X∗+.

Proof. If x ∈ X+, then 〈x∗, x〉 > 0 for any x∗ ∈ X∗+ by definition.

To prove the proposition in the opposite direction, consider x ∈ X such that 〈x∗, x〉 > 0 for any x∗ ∈ X∗+
and assume x /∈ X+. Since {x} is compact and X∗+ is closed, the Hahn–Banach theorem (geometric form)
asserts that there is x∗ ∈ X∗ such that

〈x∗, x〉 < inf
y∈X+

〈x∗, y〉.

We prove that x∗ ∈ X+∗. Indeed, if it was not true, then there would be an element y0 ∈ X+ such that
〈x∗, y0〉 < 0. Since ty0 ∈ X+ for any t ≥ 0

〈x∗, x〉 < inf
y∈X+

〈x∗, y〉 ≤ inf
t≥0
〈x∗, ty0〉 lim

t→∞
t〈x∗, y0〉 = −∞

that is a contradiction. Hence x ∈ X+. ut

It turns out that the adjoint X∗ of a vector lattice with a lattice norm is a Banach lattice, [2, Theorem 4.1].
The positive cone X∗+ in X∗ is precisely the cone of positive functionals in the sense of Definition 3.1. In
particular, if 〈x∗, x〉 > 0 for any x > 0, then x∗ is called strictly positive.

1.2 Positive operators on complex Banach lattices

We introduced the concept of complex Banach lattice XC in Section 3.1. We begin with a simple observation.

Proposition 3.15. Any positive linear operator A on XC is a real operator; that is, A : X → X.

Proof. Let X 3 x = x+ − x−. By definition, Ax+ ≥ 0 and Ax− ≥ 0 so Ax+, Ax− ∈ X and thus Ax =
Ax+ −Ax− ∈ X. ut
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If A is a linear operator on X, then it can be extended to XC according to the formula

AC(x+ iy) = Ax+ iAy.

If we use the norm (2.3.13),
‖x+ iy‖C = sup

θ∈[0,2π]
‖x cos θ + y sin θ‖.

Clearly, we have ‖A‖ ≤ ‖AC‖C . Moreover,

‖(Ax)cos θ + (Ay)sin θ‖ ≤ ‖A‖‖x cos θ + y sin θ)‖ ≤ ‖A‖‖x+ iy‖,

thus taking supremum over θ we obtain ‖AC‖ ≤ ‖A‖ and finally

‖AC‖C = ‖A‖. (3.1.3)

As we noted earlier, the disadvantage of (2.3.13) is that (XC , ‖·‖C) is not consistent with complex operations
on XC . Thus, we defined another norm, (2.3.15),

‖z‖c = ‖x+ iy‖c = ‖|x+ iy|‖.

We observe that if A is a positive operator between real Banach lattices X and Y then, for z = x+ iy ∈ XC ,
we have

(Ax)cos θ + (Ay)sin θ = A(x cos θ + y sin θ) ≤ A|z|

and therefore |ACz| ≤ A|z|. Hence for positive operators

‖AC‖c = ‖A‖. (3.1.4)

There are examples, where ‖A‖ < ‖AC‖c, contrary to the previous complexification norm (see [1, Problem
3.2.9]).

Note that the standard Lp(Ω) and C(Ω) norms are of the type (2.3.15). These spaces have a nice property of
preserving the operator norm even for operators which are not necessarily positive. To show this for Lp(Ω),
let us note that, in a similar way to (2.3.14),

π∫
−π

|α cos θ + β sin θ|pdθ = |α+ iβ|p
π∫
−π

| cos(θ − θ0)|pdθ = Θ|α+ iβ|p,

where Θ =
∫ π
−π | cos θ|pdθ. Therefore

‖ACz‖pc =

∫
Ω

|(Ax)(ω) + i(Ay)(ω)|pdω

= Θ−1
∫
Ω

π∫
−π

|(Ax)(ω)cos θ + (Ay)(ω)sin θ|pdθdω

= Θ−1
π∫
−π

∫
Ω

|(A(x cos θ + y sin θ)(ω)|pdωdθ

≤ ‖A‖p
∫
Ω

Θ−1 π∫
−π

|x(ω)cos θ + y(ω)sin θ|pdθ

 dω = ‖A‖p‖z‖pc .

For C(Ω) this follows by (2.3.14) as we can interchange the order of taking suprema.
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2 Perron–Frobenius theorems

2.1 Basics of spectral theory

Let A ∈ L(X). The resolvent set of A is defined as

ρ(A) = {λ ∈ C; λI −A : X → X is invertible}. (3.2.5)

We call (λI−A)−1 the resolvent of A and denote it by R(λ,A) = (λI−A)−1, for λ ∈ ρ(A). The complement
of ρ(A) in C is called the spectrum of A and denoted by σ(A). In general, it is possible that either ρ(A)
or σ(A) is empty. In what follows we always assume that the resolvent set is non-empty. The spectrum is
usually subdivided into several subsets. First,

• Point spectrum σp(A) is the set of λ ∈ σ(A) for which the operator λI − A is not one-to-one. In other
words, σp(A) is the set of all eigenvalues of A.

• Continuous spectrum σc(A) is the set of λ ∈ σ(A) for which the operator λI − A is one-to-one and its
range is dense in, but not equal to, X

• Residual spectrum σr(A) is the set of λ ∈ σ(A) for which Im (λI −A) is not dense in X.

If A is bounded, then the number
r(A) = lim sup

n→∞

n
√
‖An‖ (3.2.6)

is called the spectral radius.

Theorem 3.16. Let X be a Banach space and let A be a linear operator with domain D(A) ⊆ X. Then the
following assertions are true.

1. The resolvent set ρ(A) is open, hence the spectrum is closed.

2. The mapping ρ(A)→ R(λ,A) ∈ L(X) is complex differentiable. Moreover, for k ∈ N we have

dk

dλk
R(λ,A) = (−1)kk!R(λ,A)k+1. (3.2.7)

3. If A ∈ L(X), then for every λ ∈ C with |λ| > r(A) we have λ ∈ ρ(A) and

R(λ,A) =
∞∑
n=0

λ−(n+1)An, (3.2.8)

where the series converges in the operator norm for |λ| > r(A) and diverges for |λ| < r(A). Moreover

r(A) = sup
λ∈σ(A)

|λ|. (3.2.9)

Proof. Ad 1. & 2.) Let µ ∈ ρ(A). Then

λI −A = (I − (µ− λ)R(µ,A))(µI −A)

and

R(λ,A) =
∞∑
n=0

(µ− λ)nR(µ,A)n+1 (3.2.10)

for |µ − λ| < ‖R(µ,A)‖−1. This shows that ρ(A) is open and hence σ(A) is closed. Moreover, R(·, A) is
analytic in ρ(A) and (3.2.7) follows by comparing (3.2.10) with the Taylor expansion of R(λ,A).

Ad 3.) If A ∈ L(X), then, by writing
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λI −A = λ

(
I − A

λ

)
and using the Neumann series representation, we obtain (3.2.8) that, by Cauchy-Hadamard criterion, con-

verges for |λ| > lim supn→∞ ‖An‖
1
n = r(A). This shows that r(A) ≥ supλ∈σ(A){|λ|}. To prove the converse,

we observe that R(·, A) is analytic in |λ| > supλ∈σ(A){|λ|} and hence it has a uniquely defined Laurent expan-

sion there. Thus, this Laurent expansion must coincide with (3.2.8). Hence, in particular, lim
n→∞

‖λ−nTn‖ = 0

for |λ| ≥ supλ∈σ(A){|λ|}. For any ε there is λ such that supλ∈σ(A){|λ|} ≤ |λ| ≤ ε+ supλ∈σ(A){|λ|} and hance
for sufficiently large n we have

‖An‖ ≤ |λ|n ≤

(
ε+ sup

λ∈σ(A)

{|λ|}

)n
and this shows r(A) ≤ supλ∈σ(A){|λ|}. ut

The resolvent of any operator A satisfies the resolvent identity

R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A), λ, µ ∈ ρ(A), (3.2.11)

from which it follows, in particular, that R(λ,A) and R(µ,A) commute.

For any bounded operator the spectrum is a compact subset of C so that ρ(A) 6= ∅. Clearly, r(A) ≤ ‖A‖. To
show that λ ∈ C belongs to the spectrum we often use the following result.

Theorem 3.17. Let A be a closed operator. If λn → λ, λn ∈ ρ(A), then λ ∈ σ(A) if and only if
{‖R(λn, A)‖}n∈N is unbounded. Furthermore, if λ ∈ ρ(A), then dist(λ, σ(A)) = 1/r(R(λ,A)) ≥ 1/‖R(λ,A)‖.

Proof. To prove the first part, let λ ∈ ρ(A). Then, by continuity of R(·, A) on ρ(A), R(λ,A) is finite. On
the other hand, if ‖R(λn, A)‖ ≤ M for all n, then by (3.2.10) we see that each λn is a centre of a disc
|µ−λn| < 1/M , where the series converges and therefore defines a resolvent. Because the radii of these discs
do not depend on n, λ belongs to some of them, thus λ ∈ ρ(A).

To prove the second part, first we observe that for λ ∈ ρ(A) we have

σ(R(λ,A)) \ {0} =

{
1

λ− µ
; µ ∈ σ(A)

}
. (3.2.12)

Indeed, for α 6= 0

(αI −R(λ,A))f = α

((
λ− 1

α

)
I −A

)
R(λ,A)f

= αR(λ,A)

((
λ− 1

α

)
I −A

)
f,

where in the second line f ∈ D(A) if A is unbounded. Hence, 0 6= α ∈ σ(R(λ,A)) if and only if λ− 1
α ∈ σ(A).

Hence, for λ ∈ ρ(A),

dist(λ, σ(A)) = inf{|λ− µ|; µ ∈ σ(A)} =

(
sup

{
1

|λ− µ|
; µ ∈ σ(A)

})−1
= (max{|α|; α ∈ σ(R(λ,A))})−1 =

1

r(R(λ,A))
≥ 1

‖R(λ,A)‖
.

ut

The peripheral spectrum of a bounded operator A is the set

σper,r(A) = {λ ∈ σ(A); |λ| = r(A)}. (3.2.13)
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Clearly, σper,r(A)(A) is compact and, by (3.2.9), non-empty. Also, r(A) ∈ {|λ|; λ ∈ σ(A)}. This follows from
the compactness of σ(A).

As a more serious application of the theory of Banach lattices, we prove the abstract version of the Perron-
Frobenius theorem. First we note that we can carry the considerations in the complexification of X, if
necessary. Since all operators are positive, the operator norms in the real lattice and its complexification are
equal, see (3.1.4), and we shall not distinguish them in the proofs.

First, we need some preliminary results.

Proposition 3.18. Let 0 ≤ A ∈ L(X) and r(A) be its spectral radius. Then

1. The resolvent R(λ,A) is positive for λ > r(A).

2. If |λ| > r(A), then
|R(λ,A)f | ≤ R(|λ|, A)|f |, f ∈ X. (3.2.14)

Proof. To prove the first statement, we use the Neumann series representation (3.2.8):

R(λ,A) =
∞∑
n=0

λ−(n+1)An,

valid for λ > r(A). Hence, if A ≥ 0, then the statement follows from the closedness of the positive cone.

The second statement follows similarly, by the triangle inequality for the modulus and its continuity:

|R(λ,A)f | =
∣∣∣∣ lim
N→∞

N∑
n=0

λ−(n+1)Anf

∣∣∣∣ ≤ lim
N→∞

N∑
n=0

∣∣∣λ−(n+1)Anf
∣∣∣

≤ lim
N→∞

N∑
n=0
|λ|−(n+1)An|f | =

∞∑
n=0
|λ|−(n+1)An|f | = R(|λ|, A)|f |.

Theorem 3.19. Let r(A) be the spectral radius of a positive operator A on a Banach lattice X. Then r(A) ∈
σ(A).

Proof. Let λn = r(A) + 1/n, then λn ∈ ρ(A) for any n. Since λn → r(A), r(A) ∈ σ(A) will follow, by
Theorem 3.17, if limn→∞ ‖R(λn, A)‖ =∞.

Since the peripheral spectrum is non-empty, let α ∈ σ(A) with |α| = r(A) and define µn = αλn/|α|. We
have µn ∈ ρ(A) and µn → α so that, invoking Theorem 3.17 again, limn→∞ ‖R(µn, A)‖ =∞. Next, for each
n we pick a unit vector zn ≥ 0, see Proposition 3.3, satisfying

‖R(µn, A)zn‖ ≥
1

2
‖R(µn, A)‖.

Using (3.2.14) we have
|R(λ,A)z| ≤ R(|λ|, A)|z|

so that |R(µn, A)zn| ≤ R(λn, A)|zn| and consequently

‖R(λn, A)‖ ≥ ‖R(λn, A)|zn|‖ ≥ ‖R(µn, A)zn‖ ≥
1

2
‖R(µn, A)‖

which proves the thesis. 2

Theorem 3.20. If A : X → X is a compact positive operator on a Banach lattice X with r(A) > 0, then
r(A) is an eigenvalue with positive eigenvector.
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Proof. Let r(A) > 0. As above, we put λn = r(A) + 1/n so that λn ↓ r(A) and ‖R(λn, A)‖ → ∞ as n→∞.
Furthermore, for each n there is zn with ‖zn‖ = 1 satisfying

‖R(λn, A)zn‖ ≥
1

2
‖R(λn, A)‖.

We define xn = R(λn, A)zn/‖R(λn, A)zn‖ and note that xn is a vector with ‖xn‖ ≥ 1/2. From

Axn − r(A)xn = (λn − r(A))xn +Axn − λnxn =
xn
n
− zn
‖R(λn, A)zn‖

we obtain
‖Axn − r(A)xn‖ → 0, n→∞.

Since A is compact, the sequence (Axn)n∈N has a convergent subsequence which we denote by (Axn)n∈N
again. Since r(A) > 0 and ‖xn‖ ≥ 1, the above implies that limn→∞ xn = x > 0 satisfying Ax = r(A)x. 2

Corollary 3.21. The thesis of Theorem 3.20 remains valid if the positive operator A only is power compact.

Proof. If r = r(A) > 0 and A is power compact, then from the Spectral Mapping Theorem we have

Akx = rkx for some x > 0. The element y =
∑k−1
i=0 r

iAk−1−ix > 0 (from positivity of A, x and r), hence

Ay − ry = Akx− rkx = 0.

2
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