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The fundamental mechanisms involved in photosynthesis provide an opportunity

to study physical principles that span over both classical and quantum scales. A

better understanding of these mechanisms will benefit the development of altern-

ative energy sources such as cheaper biofuel and more effective photovoltaics.

This dissertation describes the single molecule spectroscopy setup that was as-

sembled during my MSc-degree and the underlying theory required to understand

the technique, is discussed. The greatest part of the setup development involved

customised software development that performs the measurement. The code of

this software is briefly discussed. Thereafter the results of a series of single mo-

lecule spectroscopy measurements of isolated light harvesting complex II (LHCII)

that undergo non-photochemical quenching (NPQ) are described. The fast, revers-

ible, energy-dependent component (qE) of NPQ is emulated by lowering the pH of

the solvent in which the complexes are diluted. Apart from fluorescence intensity

measurements, time correlated single photon counting is used to measure fluores-

cence lifetimes, which serves as an indirect measurement of NPQ. It was found

that quenching could be taking place before the energy reaches the terminal emit-

ter, and a relationship between intermediate fluorescence states and high jumping

frequencies was established.
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Die fundamentele meganismes wat by fotosintese betrokke is skep 'n ideale

geleentheid om beginsels te bestudeer wat oor beide klassieke en kwantum-

skale strek. 'n Beter verstaan van hierdie meganismes sal die ontwikkel-

ing van alternatiewe energiebronne soos goedkoop biobrandstof en meer ef-

fektiewe fotovoltaïese selle bevorder. Hierdie verhandeling beskryf die

enkelmolekuulspektroskopie-opstelling wat tydens my MSc-graad opgerig is en

die onderliggende teorie wat nodig is om die tegniek te verstaan, word be-

spreek. Die grootste deel van die ontwikkeling van die opstelling het die

ontwikkeling van toepassingsgerigte sagteware behels. Die kode van hierdie

sagteware word oorsigtelik bepreek. Vervolgens word die resultate van 'n reeks

enkelmolekuulspektroskopie-metings beskryf waartydens nie-fotochemiesedo-

wing (NFD) in die geïsoleerde ligversamelingskompleks II (LHCII) van hoër

plante bestudeer is. Die vinnige, omkeerbare, energie-afhanklike komponent (qE)

van NFD is geëmuleer deur die pH van die oplossing waarin die komplekse op-

gelos is, te verlaag. Buiten metings van die fluoressensie-intensiteite is tydsgekor-

releerde enkelfotontelling ook toegepas om fluoressensieleeftye te meet, wat as 'n

indirekte meting van die mate van NFD dien. Die moontlikheid dat dowing plaas-

vind voordat die opwekkingsenergie die laagste energietoestand in die kompleks

bereik, is ontdek en 'n verwantskap tussen intermediêre fluoressensietoestande en

hoëfrekwensieskakeling word gelê.
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Chapter 1

Theoretical Background

All things need to start somewhere, and in this case an adequate place to start is

at the beginning. One could say life is intricate and complex, nonetheless it obeys

the laws of physics. It follows that it should be possible to describe life by using

the fundamental principles of physics. However, this turns out to be no trivial task

due to the complexity of the processes involved in life. Towards this end it would

be logical to first define what is meant by life, followed by breaking it down into its

fundamental units. To attempt this would be ambitious. Instead this dissertation

will investigate only a small, yet imperative, section of life: photosynthesis. More

accurately, this study is an investigation into the first steps of photosynthesis that

take place in plants.

Why photosynthesis? It is well-known that for survival – which may be con-

sidered to be synonymous with life – there needs to be some source of energy.

All possible sources of energy for life on earth could be divided into one of two

camps: terrestrial and extraterrestrial. Although there are sources that originate

on earth they are few and not easily accessible. While it is true that terrestrial
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Theoretical Background

energy sources1 do sustain some forms of life2, these organisms are completely

outnumbered by those that rely (directly or indirectly) on extraterrestrial energy

sources. Unequivocally the most predominant extraterrestrial source is the elec-

tromagnetic radiation as provided by our local star. Keeping this in mind it is

intuitively simple that the primary source for most life on earth would be solar en-

ergy. Surprisingly, only a single natural mechanism exists by which solar energy

is captured and stored for use in living organisms: photosynthesis. Defined by

the absorption of light to effectuate the oxidation of water (in oxygenic photosyn-

thesis) or hydrogen sulfide (in anoxygenic photosynthesis) which in turn drives the

formation of carbon-carbon bonds, photosynthesis is achieved in mechanistically

varied ways.

The earth is irradiated with 120000 TW of electromagnetic radiation by the sun.

In contrast, the human global energy usage has been suggested to be approxim-

ately 13 TW [3]. One estimation of the rate at which energy is successfully con-

verted into biomass by photosynthesis is approximately 130 TW [4]. This compar-

ison serves as a testimony to the success of photosynthesis as a source of energy

for life. It also serves as a strong motivation for understanding the mechanisms

and processes involved in photosynthesis. Mankind’s energy problems would be

dealt with if we could capture and store solar energy to the same extent.

One of the interesting facets of photosynthesis is that it is optimised for low solar

intensities. While at first this might seem counterintuitive one needs only to envis-

age a situation in which an organism is exposed to overcast weather for extended

durations on end. It then becomes apparent that being able to survive in unfa-

1 An example of such a terrestrial energy source is nuclear fission, that has been confirmed to
account for more than half of the heat of our planet [1].

2 Bacteria have been found living 2,8 km below the surface of the earth that survive by sus-
tainably metabolising geo-radioactively produced sulfate and hydrogen [2]
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vourable conditions is of a higher priority than being able to utilise high light

conditions to the greatest possible extent. Consequently, photosynthesis needs

to be highly light sensitive. This, however, introduces an unintended difficulty:

damage due to excessive energy absorption becomes a very real probability. In

fact, in sunny weather higher plants reach this point soon after sunrise. In an-

swer to this photosynthetic organisms enter an energy dissipative state throughout

the day. After absorption of a photon, before the energy is utilised, the energy

is rapidly and safely dumped as heat. Photosynthesis has the ability to decide to

switch between a light harvesting state and an energy dissipative state depend-

ing on light conditions. Many questions of how this remarkable feat is achieved

remain unanswered.

1.1 The Basics of Photosynthesis

Photosynthesis in plant cells takes place in organelles called chloroplasts. These

are membrane enclosures filled with a fluid, called the stroma, and bilipid mem-

brane structures called thylakoids. Thylakoid membranes enclose a fluid called the

thylakoid lumen. Results from electron microscopy and other imaging techniques

have shown extensive folding of thylakoid membranes that form two distinct do-

mains: stacked thylakoid membranes called grana, and unstacked thylakoid mem-

branes that connect the grana, called stroma lamellae [5]. The first processes of

photosynthesis (in plant cells) take place in thylakoid membrane-bound proteins,

those of importance being Photosystem I & II (PSI & PSII), ATP synthase and

cytochrome b6 f complex (refer to fig. 1.1). It has been shown that the grana con-

tains most of the PSII whereas the stroma lamellae contain most of the PSI and

ATP synthase. The cytochrome b6 f complexes are evenly distributed between the

3
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Figure 1.1: From a) a photo of a leaf, to b) a microscope photo of a plant cell, to c) a illustration
of a chloroplast, to d) a 12000x and e) a 30000x transmission electron microscope image of a
chloroplast, to f) illustration of a thylakoid, and finally to a g) illustration of a thylakoid membrane.
The thylakoid f) was first proposed to have a helical spiral structure in 1970 [7]. Sections of
the stroma lamellae in f) have been cut out to reveal the manner in which they connect to the
grana stacks. Illustration g) includes membrane proteins involved in the light-dependent steps in
photosynthesis such as PSI & PSII that contain light harvesting complexes and reaction centres.
Note that the illustration does not hold true to the actual stoichiometric factors. Image b) was
adapted from Kristian Peters, images d) and e) were adapted from and3k and caper437, and c) and
f) was adapted from Kelvinsong, all under CC BY-SA 3.0.

two domains [6].

Photosynthesis comprises two sets of processes, the light-dependent and the light-
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independent processes. In the light-dependent phase photons are absorbed by any

of the approximately 200 pigment molecules found in each PSI and PSII. Once a

photon is absorbed by one of the pigments in PSII the energy undergoes excitation

energy transfer (EET) between pigment molecules of PSII and eventually reaches

a complex known as the reaction centre (RC). A special pair of pigment molecules

is then excited and generates a free electron. The electron is transported to the

other side of the membrane resulting in a charge separation which prevents charge

recombination. The electron vacancy is filled sequentially by a series of redox

reactions and eventually oxidises an enzyme called the oxygen evolving complex

(OEC). With each subsequent absorption of a photon, another electron is taken

from the OEC. After four3 successful charge separations the OEC reacts with two

water molecules to produce four hydrogen ions, and an oxygen molecule. This

can be represented by

photon + OEC e– + OEC+1

photon + OEC+1 e– + OEC+2

photon + OEC+2 e– + OEC+3

photon + OEC+3 e– + OEC+4

followed by

2H2O OEC+4
4 H+ + 2 O2

or in short

4 photons + H2O OEC 4 H+ + 2 O2 + 4 e–

The free electrons supplied by this process are transported in an electron transport

chain, as represented by fig. 1.1g. In the first step the excited electron is trans-

ported to cytochrome b6 f and in the process two protons are transported from the

3 In dark-adapted PSII systems the OEC complex resides in the OEC+1, in which case only
three excitation would be required to oxidise water.
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stroma to the lumen. PSI acts similarly to PSII, the difference being that electrons

are supplied from cytochrome b6 f as part of the electron transport chain, and not

from splitting water. The fate of the electron excited in PSI after being transported

to the stromal side of the membrane is either to cycle back to cytochrome b6 f or

to reduce NADP + to NADPH which is a stable and mobile energy carrier. As part

of the process of cycling back to cytochrome b6 f two additional hydrogen ions

are transported from the stroma to the lumen. The build-up of hydrogen ions due

to water splitting at PSII and the electron transport chain results in the build-up of

a transmembrane proton gradient. It is the proton gradient that ultimately drives

ATP synthase to form ATP from ADP – which is the basic cellular energy unit.

Consequently, the resulting products of the light dependent reactions are NADPH,

ATP and molecular oxygen, the latter being a byproduct that is released into the

atmosphere. In the light-independent phase ATP and NADPH in the stroma are

used to create carbon-carbon bonds in molecules (carbohydrates) though a carbon

fixation process called the Calvin Benson Cycle. Eventually the energy captured

by photosynthesis is stored in sugars to be transported and used throughout the

plant.

As previously mentioned, photosynthetic organisms often need to protect them-

selves against overexposure to light. Processes that effectuate this self-protection

are collectively known as photoprotection processes and take place over many

timescales, from seconds to hours and even years. Some of these processes

are attributed to a phenomenon called non-photochemical quenching (NPQ). The

energy-dependent component (qE) of NPQ takes place just after the energy ab-

sorption [8].

In the light-dependent phase of photosynthesis the process of initial energy ab-

sorption and metastable energy storage has a quantum efficiency of virtually 100%
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when exposed to a sufficiently low photon flux. This is to say that the energy of

every photon that is absorbed is used in photosynthesis. In high light conditions

the rate of energy absorption is greater than the rate at which the energy is used.

In oxygenic photosynthesis the excess energy forms chlorophyll triplets which in

turn react with molecular oxygen to form oxygen radicals that are highly reactive

and toxic to living organisms [9]. Oxygenic photosynthetic organisms therefore

have to be able to protect themselves in high light conditions and achieve this

through NPQ that limits the formation of oxygen radicals. To understand how this

is done one could take a closer look at PSII, where qE has been shown to take

place.

1.2 Structural Context

On the level of proteins, there is a strong correlation between structure and bio-

logical function. For this reason the protein structural context of photosynthesis

must be known before the dynamics involved can be understood.

The PSII supercomplex consists of the RC, minor antennae and LHCII. Various

studies have resolved the structure of PSII complexes found in cyanobacteria to

resolutions of 10 Å to <3 Å [12–16], as well as a recently resolved PSII struc-

ture from spinach at 3,2 Å [17]. The PSII-supercomplex was found to consist of

various subunits (see fig. 1.2). One noteworthy type of subunit is the peripheral

antenna complexes that absorb and transfer energy to the core PSII units that con-

tain RCs. The example in fig. 1.2 is referred to as the C2S2M2 supercomplex,

which refers to it consisting of two core subunits, two strongly bound and two

medium-strength bound LHCII complexes. Two types of peripheral antenna com-

plexes are found, the most abundant being light harvesting complex II (LHCII).
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The second type are minor antenna complexes, of which there are three variations:

CP29, CP26 and CP24. LHCII and CP29 have been resolved separately using X-

ray crystallography [18–20], and CP26 and CP24 are similar to CP29 structurally,

based on the recently resolved structure of the PSII-supercomplex [17]. The core

consists of the RC and two types of antenna complexes, CP43 and CP47, which

both have efficient energy transfer pathways to the RC. During qE an additional

quenching channel is opened for the energy absorbed by pigment molecules to be

siphoned off and released as heat before it can lead to radical oxygen formation.

This quenching most likely takes place in LHCII [21–24]. Crystal structures [18]

have revealed that LHCII consists of three identical protein subunits that form

a trimeric complex, as well as fifty-four pigment molecules – which consist of

chlorophylls and carotenoids – kept in place by the protein scaffolding [17] (see

fig. 1.3).

Figure 1.2: Image of a PSII supercomplex with an overlaid projection of subcomplexes. Image
adapted from [10] and overlaid projection taken from [11]. The two red C areas indicate the
two core subunits. The pink CP24, blue CP26 and purple CP29 are monomeric peripheral antena,
while the green M and yellow S regions indicate a moderately and strongly coupled trimeric LHCII
complex respectively. Additional LHCII complexes can bind to the superstructure and thereby
increase the absorption cross-section of the supercomplex.

8
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1.3 Light Interaction and Dynamics

Energy delocalisation between adjacent pigments in LHCII – called excitons [25]

– results in highly efficient energy transfer within LHCII [26]. Consequently,

upon photon absorption by one of the pigments in LHCII the excitation typically

quickly relaxes to the site with the lowest energy and remains there until it meets

one of a few de-excitation fates, as depicted in fig. 1.4. Energy transfer between

complexes within PSII supercomplexes (as in fig. 1.2) have also been found to

be highly efficient. This means that as long as the complex that has absorbed the

photon is in the vicinity of other complexes – of which some would include RCs –

Figure 1.3: Light harvesting complex II as resolved by [18] (available on PDB under ID 1RWT)
and rendered by JMol. Each colour ribbon represents a monomeric protein scaffold. The remain-
ing ball-and-stick molecules represent the chlorophyll and carotenoid pigments.

9
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Figure 1.4: Chlorophyll Jablonski ex-
citation fate diagram. S0 and S1 rep-
resent the electronic ground state and
first excited state respectfully. ke is the
rate at which excitations are introduced
into the system. kR is the rate at which
the excitation is radiatively emitted in
the form of fluorescence, and kISC is
the rate at which the energy leads to
spin flip of an electron. The triplet
states decay at a rate given by kT , how-
ever, this rate does not affect the rate at
which S1 is depopulated, but rather af-
fects the rate at which the S0 is repop-
ulated. Lastly, kq is the rate at which
excitations are quenched due to qE.

the transfer to a RC is the predominant pro-

cess that has the highest probability of occur-

ring. The average rate at which an excitation

reaches a fate is governed by the rate equation

kL =

Coupled to neighbouring complexesz }| {
kR + kISC + kIC + kq| {z }

Isolated

+kRC (1.1)

where 1/kL = tL is the lifetime of the excita-

tion. The rate at which excitations are radiat-

ively dissipated is given by kR. The excitation

could also result in electron spin flip (intersys-

tem crossing), resulting in an electronic triplet

state. The rate at which this happens is given

by kISC. Additionally, kIC is the rate at which

non-radiative de-excitation through vibrational

levels while preserving spin takes place.

The three processes mentioned – kR, kISC and kIC – are intrinsic to the structure of

the complex and their average rates can therefore be seen as constant. The rate of

quenching due to qE (if present in the system) is given by kq. Lastly, the rate at

which energy is transferred to the RC is given by kRC. When considering that kRC

is not present in isolated LHCII complexes it becomes apparent that an indirect

measurement of the rate of quenching present in the system (kq) can be made by

measuring the effective fluorescence lifetime (tL).

The quenching channel due to qE in the system is regularly switched on and off.

This reversible quenching has been shown to be related to a phenomenon known

as fluorescence intermittency [27]: abrupt and large changes in the fluorescence

10
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intensity of isolated LHCII complexes under continuous illumination. Fluores-

cence intermittency – also known as blinking – was first observed in single dye

molecules [28] and later also found in quantum dots [29]. Interestingly, complex

systems such as pigment-protein complexes were found to exhibit the same beha-

viour [30]. The precise mechanism that is involved has yet to be confirmed for

protein complexes, however. It is the attempt of this thesis to shed additional light

on how blinking is linked to qE.

This concludes the contextual theoretical discussion. The chapter that follows

concerns the theory involved in single molecule spectroscopy, as well as a tech-

nical discussion of the equipment used. Chapter 3 is a brief discussion on the

software that orchestrates the measurement process. It has the intent of equipping

the reader with a basic understanding of the code in order to improve on – or de-

velop – additional features. The data collected is then presented in chapter 4, and

conclusions drawn therefrom discussed. The dissertation then ends with a short

summary in chapter 5.

11



Chapter 2

Single Molecule Spectroscopy

The scientific process is one that builds on the foundation of what has been done

before. In the same way the study of photosynthetic processes has built on what

has already been established. However, as our understanding grows in depth and

purview, so too do the techniques of investigation that have brought us thus far

need to adapt and improve to enable further progress. Ensemble measurements of

LHCII have been used extensively to, amongst other things, gain insight into the

energy dynamics within the protein. However, these types of measurements aver-

age over all the complexes measured and only single mean values are obtained. In

contrast, to make a useful study of phenomena such as fluorescence intermittency,

single complexes can be measured one after the other to build up a set of indi-

vidual values and thereby incorporate distribution information in the results. This

is the most important advantage that single molecule spectroscopy (SMS) offers

when compared to ensemble spectroscopy, and for this reason SMS is ideal for

studying quenching mechanisms in LHCII. This chapter covers the basic theor-

ies involved in SMS, as well as a detailed description of the SMS setup that was

constructed.
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2.1 Theory

Before using the tools-of-the-trade it will do well to first reflect on the theoretical

aspects involved in SMS. Toward this end a brief discussion on the limitation set

upon us by the nature of light follows. Thereafter comes a description of the

spectroscopic method used to reduce noise during measurements. Lastly, we look

at how SMS will be applied to investigating the quenching dynamics of LHCII.

2.1.1 Diffraction Limit
To investigate individual molecules understanding the concept of a diffraction lim-

ited focal spot is a good starting point. In microscopy, the Abbe diffraction limit

– as defined by Ernst Abbe in 1873 – is a theoretical limit to how tightly a beam

of light can be focused. Consider a plane wave of light where each point on the

wavefront can be seen as a point source for a new wavefront expanding in all

directions. The superposition of all these waves results in a forward propagating

light wave. When such a light wave is disturbed by an edge the usual superposi-

tion is incomplete, and the result is no longer a forward propagating plane wave.

Instead the ‘point sources’ nearest the edge result in the light wave expanding past

the edge in directions no longer parallel to the propagation direction of the plane

wave. It therefore seems as if the light bends around the edge. This is known as

the Huygens-Fresnel principle. One of the results of this property of light is that

light being focused by a perfect lens cannot result in an infinitely small point at

the focal plane, instead, a three dimensional diffraction pattern is formed.

Consider an infinitely small point source of light at the focal plane incident on

a lens. The light from the point source would not - when focused by the lens -

appear as an infinitely small spot. Instead it undergoes a three dimensional spatial
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transformation which is defined by the point spread function (PSF) of the optical

system. In the case of a diffraction limited beam the diffraction pattern that forms

at the focal plane is described by the PSF of the optical system. A cross section of

the PSF at the focal plane would reveal the smallest two-dimensional diffraction

pattern obtainable. The 1st order maximum spot of the diffraction pattern is called

the Airy disk and has a radius to the 1st order minimum given by

r ⇡ 0.61
l

nsinq
(2.1)

where l is the wavelength of the light, n is the refractive index of the medium the

light is traveling through, and q is the semi-aperture angle (also called the half

angle of the light cone) as illustrated in fig. 2.1. The product nsinq depends only

on the objective and is known as the numerical aperture (NA). Modern objectives

can achieve an NA of between 1,4 - 1,6. The objective used in our experimental

setup has a NA value of 1,45, which means that eq. (2.1) can be approximated by

d ⇡ l
2,4

(2.2)

such that for a wavelength of 630 nm, as an example, the smallest Airy disk that

can be achieved will have a radius of ~260 nm. Consequently, any object smaller

than this limit is too small to be investigated on a single unit level in conven-

tional spectroscopic methods based on light. Unfortunately proteins have a size

in the order of a couple of nanometers, considerably smaller than the diffrac-

tion limit. Therefore in using light to measure single proteins they have to be

isolated from other proteins by at least a couple hundreds of nanometer in the

focal plane. It must also be mentioned that the measured section is not that of

a surface, but of a volume. This volume can be visualised as two cones of light

joined at the focal plane, small end to small end, with the Airy disk radius at the
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Figure 2.1: Diffraction limited beam
as focused by a perfect microscope
objective. The focal plane is the
plane at which the beam is most fo-
cused. The first maximum lobe of
the resulting diffraction pattern is re-
ferred to as the Airy disk. A cross
section at this point reveals the two
dimensional PSF. The spot diameter
depends on the wavelength of the
light and resolving power of the ob-
jective.

joint. The cones then spread out on the axis of

the light propagation, up until the photons reach

a density small enough that the probability of ex-

citing a protein or impurity is negligible. The

resulting volume is referred to as the detection

volume, as illustrated by fig. 2.2. Consequently,

to enable the measurement of a single protein

only one protein should be found in the detec-

tion volume at any given time. Additionally, as

impurities are always present it follows that the

amount of noise due to impurities is directly re-

lated to the size of the detection volume.

To achieve having only one protein in the de-

tection volume two strategies can be considered.

Both methods share one commonality; to ensure

that it is possible to only have one protein in the

detection volume the concentration of proteins

in a solution must be low enough that the aver-

age distance between proteins is larger than the

dimensions of the detection volume. However, the two methods differ in how

they ensure that the duration of the measurement of one protein does not depend

on random moments that a protein happens to diffuse into the detection volume,

as that would typically last only a few milliseconds. The first strategy is to im-

mobilise the proteins, and the second is to track and follow the proteins in three

dimensions as they diffuse. The latter method presents a technological challenge

much greater than that of simply confining the protein, and has subsequently not

been the method of choice in the past for studying individual LHCIIs. Instead
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Figure 2.2: Example of an experimentally derived PSF from a confocal microscope using a 63x
1,4 NA oil objective. Shown are views in the x-z plane, x-y plane, y-z plane and a 3D repres-
entation. Images of 100 nm beads were used to generate this PSF by using Huygens Professional
software. Adapted from Howard Vindin under CC BY-SA 4.0.

the complexes typically are made to bind to a glass surface that has been treated

with a binding agent. It is then trivial to satisfy the isolation requirement at the

focal plane by choosing a dilution factor high enough that the case of two pro-

teins binding within a distance of a few hundreds of nanometer of each other is

improbable. One advantage of this method is that the concentration of proteins

in the solution will be sufficiently low that, so that when proteins do diffuse into

the detection volume, the measurement will be small and infrequent enough to

not be a problem. Following the protein in free diffusion has consequently been

proposed to have the advantage of providing measurements that are more accurate
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when compared to proteins in their natural environments as the proteins are not

subjected to surface adhesion forces.

2.1.2 Confocal Microscopy
One of the inherent challenges that needs to be faced when optically ob-

serving a single protein is that the fluorescence emitted is small when com-

pared to the sensitivity of the most sensors. Fluorescence – a natural phe-

nomenon – is the re-emission of absorbed electromagnetic radiation (see fig. 2.3).

A molecule absorbs a photon and an electron is excited to a higher elec-

tronic state. Some of the energy is lost through non-radiative processes

Figure 2.3: Fluorescence energy loss
diagram. The excited states referred
to can be different electronic states, or
in most cases are different vibrational
states within the same electronic state.
Non-radiative processes result in a loss
of energy before a photon is emitted.
For this reason the fluoresced light usu-
ally has a longer wavelength than that
of the absorbed light.

such as dynamic collisional quenching, reson-

ance energy transfer (near-field dipole-dipole

interaction), internal conversion, and intersys-

tem crossing. The probability exists that after

some time (typically in the nanosecond re-

gime) the system will return to the ground

state by the emission of a photon in a dir-

ection that is dependent on the dipole mo-

ment at a wavelength slightly longer than that

of the absorbed photon. The probability that

the absorbed energy will indeed be fluoresced

is governed by the rate at which quenching

takes place through other channels (refer to

section 1.3), and for LHCII this probability is

22 % ± 3 %, and the fluorescence lifetime (i.e.

the duration after which 1/e of the emissions

occur) of LHCII is 4,00 ns ± 3 % [31]. When

17



Single Molecule Spectroscopy Theory

observing a single LHCII protein the resulting fluorescence intensity is small in

comparison to that of the light used to excite it. For this reason highly sensitive

photon detectors need to be used. However, the photon intensity emitted from the

complex in question also needs to be sufficiently larger than the background noise

present in the optical system.

Towards reducing background noise the principle of confocal microscopy can be

implemented, thereby increase the signal to noise ratio (SNR) of the fluorescence

signal. Figure 2.4 is an illustration of the confocal principle. Light that will even-

tually excite the molecule is first reflected by a dichroic beam splitter, that acts

Figure 2.4: Confocal microscopy illustration. The large yellow beam indicates the light used to
excite the sample molecule, which in turn results in fluorescence. The dichroic mirror reflects
short wavelengths and transmits longer wavelengths as defined by a cut-off wavelength inherent in
its design (see section 2.2 on page 24). The objective focuses the light to a diffraction limited spot
at the focal plane. If a sample is in the detection volume some of the resulting fluorescence will be
captured by the objective. The solid red lines indicate fluorescence from the sample molecule at
the focal plane in the focused spot. The dashed green lines illustrate the path light would follow if
the source were to be directly before the focal plane, and the dotted blue light just after. The dashed
green and dotted blue lines show possible light sources that would increase the background noise
and would ideally be prevented from being added to the measurement. The light directed back
through the objective then reaches the dichroic mirror, and if the wavelength of the light is longer
than the cut-off wavelength it is transmitted the second pinhole. This pinhole acts as a secondary
focal plane, or confocal plane. Only the light originating from the focal plane is allowed to pass
through and reach the detector.
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as a long-pass filter. This means that for wavelengths longer than a specified

wavelength, called the cut-off wavelength, the light will be reflected whereas

shorter wavelengths will be transmitted. The light is then focused by the ob-

jective to a diffraction limited spot at the focal plane. If a protein is excited at the

focal plane a fraction of the fluorescence is emitted toward the objective and sub-

sequently directed back toward the dichroic beam splitter. The cutoff wavelength

of the dichroic mirror is therefore chosen such that the excitation beam will be

reflected toward the sample, as well as to ensure that most of the resulting fluores-

cence will be transmitted. The fluorescence is then focused onto a pinhole. This

pinhole acts as a second ‘focal plane’, or confocal plane, allowing only light that

originated at the focal plane to pass through. If there were to be some other sources

of light before or after the focal plane in the path of the excitation light, such as

fluorescing impurities or other proteins molecules, their fluorescence would be

incident on the pinhole surface. Using this method is crucial in allowing fluores-

cence from a single molecule to have a sufficient intensity as to be distinguishable

from the background noise in the optical system.

2.1.3 Fluorescence Measurements of Single LHCII
The aim of SMS of an LHCII complex is to extract useful information (such as

energy dynamics and/or structural properties) from the measurement of a stream

of fluoresced photons. Two classes of information can be extracted: the fluor-

escence distribution information (i.e. the intensity and wavelength of the fluor-

escence), and the fluorescence lifetime. The former can easily be measured by

implementing a single photon avalanche diode (SPAD), which can typically have

a dark count in the order of 20 counts per second with response times in the order

of 100 ns, as well as a highly sensitive CCD camera for the spectral information.

This has been successfully achieved numerous times [32–35]. Fluorescence life-
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time measurements can be made by implementing time correlated single photon

counting (TCSPC). In this method single photons are detected, and the subsequent

arrival time information is stored. For systems where laser pulses are used to ex-

cite the sample the relative photon arrival times after excitation are calculated by

comparing the absolute arrival time of each photon to that of the absolute laser

pulse times. The result is that both the relative and absolute photon arrival times

are known.

Past studies of single fluorescing molecules in which fluorescence intensity over

time was measured have revealed a phenomenon which has been called fluor-

escence intermittency. Large, abrupt, seemingly stochastic changes in fluores-

cence intensity suggest that these systems consist of two distinct fluorescing states.

Commonly referred to as on and off states, the system can stay in on state for some

time before switching to the off state.

2.2 Experimental Setup

In the discussion of the experimental SMS setup, which was built from the ground

up, fig. 2.5 will be used as guideline. Refer to fig. B.7 and fig. B.8 for photographs

of the setup. Each component will be discussed in the same order as the light

would follow.

Light Source
As a source of light a Fianium Supercontinuum laser (C400-4-PP) is used. This

fibre based laser emits an ultra broadband supercontinuum beam of light that has

a spectrum ranging from approximately 420 nm to 2200 nm. The laser has a fun-
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Figure 2.5: A simplified illustration of the experimental SMS setup built.

damental pulsewidth of 6 ps and has a selectable pulse repetition rate of between

0,1 MHz and 40 MHz that is accurate to within ±5%. Lasing parameters that can

be changed, such as output power and pulse repetition rate, are changed by USB

communication commands.

Acousto-Optic Tuneable Filter
Using light with a broad wavelength range would not allow control over which

pigments, or other protein molecules, would be excited. In order to have select-

able excitation wavelength an acousto-optic tuneable filter (AOTF) is used. This

device is able to pick out selective wavelengths of light by using the Bragg diffrac-

tion principle within an acousto-optic crystal. Bragg’s law describes the resulting

angle of interacting scattered waves due to incident light on a crystalline structure

21



Single Molecule Spectroscopy Experimental Setup

and is given by

sinq =
ml
2d

where q is the scattering angle, m is the diffraction order, d is the inter-planar

distances between the crystal lattice planes, and l is the wavelength of the incident

light. Notice that the angle of scattering is dependent on the wavelength of the

light incident on the crystal. This indicates that different wavelengths of light

will be diffracted by different amounts. An acousto-optic crystal is defined as a

crystal that undergoes a change in optical properties when subjected to vibrational

(sound) waves. In terms of an AOTF the mobile compressions and rarefactions

due to the sound waves translate into refractive index modulation. This acts as a

diffraction grating that extends through a volume, instead of being a planar effect,

as a series of periodic refractive index planes and is also known as volume Bragg

gratings. In this case the Bragg diffraction depends on the distance between the

refractive index planes which is dependent on the wavelength of the sound waves.

The equation above can then be rewritten as

sinq =
ml0

2L
(2.3)

where l0 is the central wavelength of the band diffracted and L is the acoustic

wavelength. By varying the wavelength of the sound waves the angle of diffrac-

tion can be controlled. Due to the conservation of momentum in the interaction

between the photons and acoustic waves only a small band of wavelengths of light

will be diffracted. The wavelength band that will be diffracted can be relatively

narrow (in the order of 10s of nanometers) of which the central wavelength is

given by

l0 =
DnV

f
(2.4)
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where Dn is the birefringence of the crystal. V and f are the velocity and frequency

of the acoustic wave, respectively. The intensity of the resulting diffracted light is

directly proportional to the amplitude of the acoustic wave. This means that the

wavelength, diffraction angle and intensity can be controlled. The setup makes

use of a Fianium AOTF with a crystal attuned to the visible spectrum, allowing

up to 8 simultaneous wavelengths between 400 nm and >650 nm, each having a

bandwidth of approximately 2 nm to 7 nm. It produces a linearly polarised beam

and has a maximum diffraction efficiency of ⇡ 40%. The wavelength bands that

are diffracted are implemented through USB communication commands.

Spatial Filter
A uniform Gaussian spatial intensity profile ensures an optimal sample excitation.

Due to artefacts in the laser generation and/or AOTF wavelength separation, as

well as scattering, the spatial intensity profile of the laser beam might not be uni-

form. Removing spatial artefacts is, to an extent, achieved by the use of a spatial

filter (SF). As mentioned in section 2.1.1 on page 13, a converging light beam does

Figure 2.6: Simple diagram of a spatial filter. The beam is focused and the Airy disk passes
through the pinhole, while the rest of the beam is blocked. The diverging cleaned beam is then
collimated. Two insets, as pointed out by the two arrows just before and after the pinhole, indicate
how the beam would appear if imaged there.
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not become infinitely small, but instead forms an Airy disk. Focusing a light beam

on a pinhole with a radius slightly larger than that of the Airy disk, as defined by

eq. (2.1), will effectively clean the spatial intensity profile by excluding higher

order modes. Refer to fig. 2.6 for a simplified diagram hereof.

Dichroic Beam Splitter
The word dichroic means ‘two coloured’. A dichroic mirror is then an optic

component that reacts differently to two colours - and in our case two ranges

of wavelengths. While reflecting short wavelengths it is transmissive to longer

wavelengths. The transition wavelength range - that is the wavelength region

where it changes from transmissive to reflective - is small to ensure a decisive

cut-off between the two ranges. See fig. B.2 for the transmission spectrum.

Objective
The reflected light is then focused by the objective. The objective used is a Nikon

CFI Plan Apochromat Lambda series 100X1 oil immersion2 objective that has a

transmission of more than 70% between 500 nm and 1000 nm (see fig. B.3) and is

housed in a Nikon Eclipse Ti-E/B inverted microscope housing. With a numerical

aperture of 1,45 a beam of light with a wavelength of 630 nm will be diffracted to

a diffraction limited spot with a radius of ~220 nm.

3D Positioning Stage
The sample is held on a glass cover slip that rests on a Mad City Labs Nano-

LPS200 nanopositioning stage. It can move to a 3D position with a 0,4 nm ac-

1 100X indicates the magnification factor of the objective.
2 The oil used has a refractive index of 1.515, as compared to that of 1 for air. Using a medium

with a higher refractive index increases the NA that the objective can obtain (see section 2.1.1).
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curacy in the X and Y . Instructions are sent to a ND3-USB163 stage controller

through USB communication commands which then instructs the stage to move.3

Post-Fluorescence, Pre-Detectors
In conventional SMS the sample molecules are immobilised by allowing them to

adhere to a surface. Once a satisfactory density of molecule adhesions has been

attained (see section 2.1.1 on page 16), a single isolated molecule is placed in

the incident excitation light beam and focused on. Partial recapture of the res-

ulting fluoresced light is collimated by the objective and travels via the same

path of the excitation beam, but in the opposite direction. The fluorescence then

reaches the dichroic mirror and the wavelength band that is longer than the cut-off

wavelength4 is transmitted.

As the excitation laser pulses travel through the components a small amount of

light is reflected at each change of medium where there is a difference in refract-

ive index. This is known as back-reflection, and although this effect is weak it

must be taken into consideration when using highly sensitive detectors. Only

back-reflected light resulting after the dichroic mirror has the chance to reach the

detector. In addition, as the dichroic mirror is not perfect, a small percentage of

the back-reflected excitation light will be transmitted. In comparison to the low in-

tensity of fluorescence from a single molecule, the intensity of the back-reflected

excitation light that gets through the dichroic mirror can typically be at least one

order of magnitude larger. To ensure that only fluorescence will be measured a

fluorescence filter removes light around the wavelength of the excitation light. A

3 The stage position is controlled by applying a voltage for each axis. The controller converts
the desired position into the corresponding voltage required and applies it.

4 As mentioned in section 1.1.2 on page 19, the dichroic mirror should be chosen such that
the excitation beam wavelength is close to the cut-off wavelength to ensure that most of the fluor-
escence will be transmitted.
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Chroma EM ET665lp fluorescence filter was used that has a cut-off wavelength

of 665 nm (see fig. B.2). The light is then focused by the microscopes tube lens

onto a confocal pinhole (as discussed in section 1.1.2 on page 19).

Two types of detectors are used for measurements: a CCD camera for spectral

measurements and a single photon counter by means of a single photon avalanche

diode (SPAD). Working with the sparse fluorescence of a single molecule means

Figure 2.7: A simplistic diagram
of a single photon avalanche diode.
Photons travelling through the diode
have a chance of being absorbed and an
electron-hole pair being formed. The
resulting electron then moves through
the avalanche region and is sufficiently
accelerated to cause collision ionisa-
tion, triggering an avalanche event and
a subsequent spike in the measured cur-
rent. The region in which this can take
place is called the avalanche region.
The graph on the righthand side of the
diagram is of the electric field strength
over the length of the diode.

making the most of the photons that are avail-

able is crucial. To this purpose, if only spec-

tral measurements are needed all the available

photons should be directed to the CCD camera.

The same holds true for single photon count-

ing measurements where all the fluorescence

would be directed toward the SPAD.

Notice in fig. 2.5 that directly after the collim-

ating lens there is placed either a beam split-

ter or a mirror. If both spectral and intensity

measurements need to be made simultaneously

some portion of the photons should be directed

to the one detector and the rest to the other. By

using a mirror all the light will be directed to

the EMCCD toward for spectral measurement.

In reality their exists a third configuration to

measure only intensity: neither a mirror filter

or a beam splitter. All three desired outcomes

can be achieved in this fashion.
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Single Photon Avalanche Diode
Counting single photons is not a trivial task. However, SPADs have successfully

been used in SMS measurements [36, 37]. SPADs, are in fact, a special kind

of avalanche photo-diode. It consists of a diode which comprises of an electron

donating region (n-type) adjacent to an electron accepting (p-type) material.5 This

is known as a p-n junction and has the property that the n-type and p-type interact

with each other to form a space charged region. The n-type material loses elec-

trons and becomes positively charged, whereas the p-type material gains electrons

and becomes negatively charged, resulting in an electric field (that points from the

n-type toward the p-type material). This causes the diode to act as an insulator

in one direction, as electrons moving from the n-type to the p-type are deceler-

ated. Applying an electric potential over the p-n junction will either increase or

decrease this electric field. With the positive terminal connected to the n-type side

and a negative terminal connected to the p-type side the electric field at the p-n

junction increases, and the diode is said to be in a reverse bias configuration as

it increases the insulating property of the diode. However, increasing the elec-

tric potential above some point – called the breakdown voltage (Vb) – causes the

insulating property to be overcome.

SPADs operate in a reverse-bias configuration at voltages greater than Vb. The

resulting large inherent electric field causes newly generated free electrons on the

p-type side to be accelerated toward the n-type side. Most common causes for

the formation of new free electrons are thermal generation effects, and photon

absorption [38]. When the electric field is large enough the electrons achieve

large enough velocities such that collisions with other atoms can cause ionisation

5 An n-type material is said to have an abundance of free electrons, whereas a p-type material
is said to have an abundance of electron holes. It is important to note that these materials remain
inherently neutral.
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to occur. Subsequently liberated electrons are also accelerated, and the process

can be repeated, causing what is referred to as an avalanche breakdown event.

The region in which the electric field is large enough to cause such an event is

known as the avalanche region (see fig. 2.7). A sudden rise in free electrons

reaching the cathode can typically result in a spike in the current in the order

of 100 mA. The leading edge of the current pulse can be detected and time-tagged

to supply the arrival time of the avalanche event.6 Assuming the cause of the

avalanche is the absorption of a photon would then mean that single photons could

be detected with arrival time information available. To minimise the thermally

generated events, and thereby decrease the number of false counts (known as dark

counts), the SPAD can be cooled. After an avalanche event, some time is required

for the diode to reset and be able to register a subsequent avalanche event. This

is known as the dead time and can be as low as the 100 ns regime. The efficiency

with which photons are absorbed by a SPAD is dependent on the wavelength.

A Micro Photon Device SPAD is used (PD-050-CTE) that is Peltier cooled and has

a dark count rate of 10,5 counts per second. It has a timing resolution of between

77 to 92 ps (FWHM) and has a dead time of 86,1 ns. It has an active sensor area of

50 µm by 50 µm and a peak photon detection efficiency of ~47% at 535 nm. See

fig. B.4 for the photon detection efficiency as a function of wavelength. The SPAD

is a gated detector, which means that even when supplied with power, the device

remains inactive until it receives an external voltage. For this setup the gating

voltage is provided by a National Instruments USB-6501 digital I/O device.

6 The arrival time information supplied by a SPAD is what distinguishes it from a normal
avalanche photodiode, where only the rate of photon absorptions can be measured.
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Diffraction grating

Figure 2.8: Simple diagram of a
diffraction grating. The blaze ar-
row refers to a physical bale ar-
row on the grating as indication
of the direction in which the grat-
ing is blazed. Note that the nor-
mal shown is with reference to the
base.

If spectral measurements need to be made the fluor-

escence is directed toward a grating to separate the

different wavelengths spatially. This is possible

thanks to the phenomenon of diffraction. Diffrac-

tion is governed by the grating equation:

sina + sinbm =
d

ml
(2.5)

where m is the order of diffraction, a is the angle

between the incident light and the normal of the

grating, bm is the angle between the diffracted light

and the grating normal, d is the groove spacing, and

l is the wavelength of the light. The equation can

be written in terms of the commonly used groove

frequency which is defined as G = 1/d. Different

types of gratings exist, each varying in what sur-

face structure is used to diffract light. A blazed (or ruled) grating is one which

uses a saw-tooth pattern of ridges, as can been seen in fig. 2.8. The angle between

the face of the groove and the plane of the grating is known as the blaze angle,

qB. By changing this angle the wavelength that has the highest diffraction effi-

ciency7 can be changed. This means that a ruled grating can be optimised for a

particular wavelength of light, providing a significantly high efficiency compared

to other types of gratings. As a rule of thumb the wavelength that a grating will

be optimised for is given by

sinq =
ml
2d

(2.6)

7 Efficiency in this sense pertains to the fraction of energy, for a given l of the incident light
beam, that will be diffracted in the order m.
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which is called the blaze condition.

To this end a gold coated Optometrics 3-8880 grating was used with G being 830

grooves per millimetre and qB being 19,38° – therefore optimised for 800 nm light

– it has a diffraction efficiency of ~70% in the region of 700 nm to 900 nm8. See

fig. B.5 for the complete diffraction efficiency against wavelength. The grating is

25 mm wide by 25 mm high by 6 mm thick.

Electron Multiplying CCD
The diffracted light is then collimated by a lens and is then directed toward the

EMCCD camera. Andor’s iXon3 897 (DU-897E-CS0-EXF) is used as it is re-

markably sensitive. This device uses an electron multiplication technology to

reach single photon detection capability for each pixel. The sensor consists of

512 by 512 pixels, each pixel being 16 µm by 16 µm, resulting in an active sensor

area of 8,4 mm by 8,4 mm. Background noise is reduced by reducing the temper-

ature of the sensor to �95 �C, reaching a dark count9 of 0,005 events per pixel

per second. The efficiency with which photons can be detected by the camera is

dependent on the wavelength of the light, as can be seen in fig. B.6.

2.3 Sample Preparation

The journey a single LHCII protein takes from being assembled to ending up at

the focal point of an objective in a SMS experiment is impressive, to say the least.

After nature takes care of producing and embedding the proteins in the thylakoid

8 The efficiency with which light is diffracted also depends on the polarisation of the incident
light. In this case the efficiency refers to unpolarised light.

9 Dark count here is defined in the same way as earlier on page 28.
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membrane they need to be isolated and prepared for an SMS measurement. A

brief discussion of what this involves is given below.

Chloroplasts were isolated from spinach based on a method first used in 1980 [39].

Once isolated the chloroplasts were temporarily subjected to a strong detergent

resulting in thylakoid membrane fragments, the majority of which contain PSII

which include LHCII. This was first accomplished by ref. [40], and improved

upon by ref. [41]. These were used as a guide toward extracting PSII membrane

fragments which are called BBY10 fragments. After the BBYs were successfully

isolated they were further broken apart to separate and purify the LHCII com-

plexes as in ref. [42]. As the ratio between ChlA and ChlB in LHCII is fixed and

known, measuring the ChlA-ChlB ratio acts as an indicator of the purity of the

isolated LHCII. Extinction coefficients used to determine the ratio were as found

in ref. [43].

The concentrated purified LHCII complexes were diluted to a concentration of

Figure 2.9: Simple diagram of a the sample holder placed on the stage. The samples, diluted in a
solution with the desired pH, are immobilised by a poly-L-lysine (PLL) treated coverslip and held
in place by a sample holder. The sample holder rests on a stage and is brought into contact with
the immersion oil placed on the microscope objective.

10 Named after the three authors of ref [40].
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~10 pM in a solution of 1 mM MgCl211, 0,03%12 n-dodecyl-b ,D-maltoside (b -

DM) and a pH buffer as determined by the desired pH value. Glass coverslips were

first cleaned by submersion in ethanol while being sonicated for five minutes. A

treatment of PLL was achieved in a similar manner by using 10% deionised water

dilution. The excess PLL solution was washed off by a last sonication step in only

deionised water. By applying approxiamtely 1 µL of the LHCII solution to a dried

PLL coated glass coverslip a monolayer of LHCII complexes binds to the surface

at a density of ~10 complexes per 10⇥10 µm2. The resulting measurement setup

is illustrated in fig. 2.9.

Non-photochemical quenching can be emulated to varying extents (see chapter 4

on page 46) by choosing a range of different solution pH values. pH values of 8,

7, 6, 5 and 4 were used, by using buffers as shown below.

ph 8 20 mM tris(hydroxymethyl)aminomethane (Tris) with an effective buffer

range of 7,5 - 9,0.

pH 7 20 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) with

an effective buffer range of 6,8 - 8,2.

pH 6-5 20 mM 2-(N-morpholino)ethanesulfonic acid (MES) which has an effect-

ive buffer range of 5,5.

pH 4 15 mM sodium citrate and 25 mM HEPES13.

11 The MgCl2 aids the adhesion of LHCII to the poly-L-lysine (PLL) layer
12 This is called mass concentration and is defined by m/V where m is the mass of the constituent

in question and V is the volume of the solution (not the solvent).
13 Sodium citrate is usually used in concert with citric acid – of which the ratio of the concen-

trations determine the effective buffering pH value – which was not used, however, the pH after
the measurement was tested and was found to have remained constant.
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Chapter 3

Software Development

In the same way a musical conductor integrates individual contributions in a con-

structive manner to form an orchestra, different hardware components need to be

orchestrated to work together in order to successfully perform a measurement.

Expanding the analogy, just as a spectator would find it difficult to truly under-

stand the workings of the conductor without some prior expertise in the field, it

would require a considerable effort for a user to work through the programmatic

code and gain insight in how the software works that controls the measurement

process of the SMS setup. This section is an attempt to equip the reader with a

basic insight into the software that has been developed up until the publication of

this dissertation.
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3.1 Hardware-Software Interfacing

In choosing which programming platform to use for the setup one should consider

the requirements that need to be met. One obvious requirement is that the plat-

form needs to be able to interface with hardware. Additionally, when taking into

account that some processes need to take place in parallel, we realise that said plat-

form should be able to allow for parallel computing. Many experimental systems

that share these requirements have made use of a graphical programming plat-

form developed by National Instruments (NI) called LabVIEW™. The graphical

nature of LabVIEW™ is both a disadvantage and a boon. For those well versed

in text-based programming the graphical environment demands a paradigm shift

to be made as LabVIEW™ contains almost no text-based commands and uses

a data flow execution strategy. Those that approach it afresh find it intuitively

understandable. For an introduction to the basics of LabVIEW™ see this1 web-

site. It is highly advisable for those that need to involve themselves greatly in

the LabVIEW™ code to attempt to obtain the Certified LabVIEW Associates De-

veloper (CLAD) certificate.2 At the time of publication LabVIEW™ 2013f2 32

bit was being used.

Before any discussion is made about the code itself, however, it is crucial to in-

spect the manner in which the physical devices involved in the measurement in-

terface with the software. Toward this goal fig. 3.1 more or less encapsulates all

the necessary information.

As mentioned earlier, the laser communicates with LabVIEW through a USB

1
http://www.ni.com/getting-started/labview-basics/

2 This is done by completing NI’s Core 1 and Core 2 courses. See NI’s homepage for more
information.
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Figure 3.1: An illustration of the manner in which the hardware components interface with
LabVIEW™. The green line represents communication channels and the arrow the direction of
the communication. In the case of two-way communication a double arrowed line is used. The
grey box on the left indicates which features are incorporated into the PC.

driven serial communication emulator. This means that the laser sends and re-

ceives ASCII text commands via a USB connection, but interprets it as serial

communication. A serial emulator is used to allow the USB connection to be used

as if it were a serial port. LabVIEW can interface directly to the emulated serial

port. All of the configurable settings of the laser can be determined by these text

based commands. As an example, the current repetition rate of the laser can be re-

quested by sending the text command R?, to which the reply would be R=20.0,

indicating a rate of 20 MHz.

The 3D positioning stage is controlled by a stage controller, which in turn com-

municates through USB with LabVIEW™. Although not shown in fig. 3.1 Mad

City Labs have provided a LabVIEW™ compatible dynamic-link library (DLL)

through which the communication between LabVIEW™ and the stage control-

ler are made possible. DLLs in this scenario can be seen as a file that contains
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functions that can be called to perform tasks that would otherwise have required

a fundamental knowledge of the instrument it interfaces with. This allows us to

send commands within the LabVIEW™ environment to hardware without know-

ing exactly how those commands are realised. Apart from the output the controller

sends to the stage, a transistor-transistor logic (TTL) trigger signal can be sent to

the Becker & Hickl router, which will be discussed soon. Suffice it to say this is

used to eventually provide time information to LabVIEW™.

The AOTF also follows this pattern, except that the suppliers provided an ad-

ditional stand alone LabVIEW™ generated executable. This is to say that AOTF

communication has, as of yet, not been incorporated directly into the LabVIEW™

environment, as the stand alone software has been sufficient. This would at

some stage in the future have to be changed, to allow programmatically gener-

ated changes to the wavelength of the excitation light.

The Nikon microscope housing’s objective stage can also be controlled by Act-

iveX controls through USB. An ActiveX control is a collection of commands that

can be accessed by many application programs, such as LabVIEW™. In this

sense it is similar to DLLs. This allows LabVIEW™ to programatically change

the distance between the objective and the sample, thereby changing the focus.

As the SPAD only generates pulses for each detected photon, an additional device

needs to capture the inferred time information. A Becker & Hickl (BH) SPC-130-

EM PCI card module and a BH 8 channel HRT-82 TCSPC3 routing unit is used.

The router identifies which channel received a pulse and sends the pulse and the

channel information through to the SPC module. As mentioned in section 2.1.3,

TCSPC measurements include both the absolute arrival time (that is the time since

the start of the measurement) as well as the laser pulse relative time (that is the
3 See section 2.1.3 on page 20.
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time since the latest laser pulse). In order to measure a relative time, timing in-

formation of the laser pulse needs to be available to the SPC module. To this end,

a photodiode circuitry that generates a TTL pulse for each laser pulse was built

and included in the setup as indicated in fig. 3.1. This signal - called the sync

signal - is sent directly into the SPC module. The procurement of a LabVIEW™

compatible DLL from BH allows communication between the SPC module and

LabVIEW™.

A somewhat unintended use of the SPC module is that we were able to trick the

module into accepting a TTL signal from the 3D stage controller as if it were a

photon. This means that each time the stage would arrive at the next position

during a predefined sequence of positions the SPC module would detect a quasi-

photon. Using the absolute arrival times of the quasi-photons from the stage a

correlation between the position of the stage and the intensity of the fluoresced

photons can be computed. This is to say that we know where the stage is for any

given fluoresced photon. This is particularly useful when building an intensity

map for a given area as mapped out by the stage (see section 3.2 on page 39).

Lastly, an NI digital I/O device used to gate the SPAD and is controlled directly

through LabVIEW™ by USB.

The EMCCD follows a similar communication channel to that of the SPC mod-

ule, in that the detector interfaces to a PCI card inserted into the PC, which in

turn uses a LabVIEW™ compatible DLL (provided by Andor) to interface with

LabVIEW™.

37



Software Development LabVIEW™ Code

3.2 LabVIEW™ Code

The overall architecture of the code is one that relies on user cues via the graphical

user interface (GUI) before performing most tasks, while some tasks continually

take place in the background. So-called state machines4 are programmatic struc-

tures that are perfectly suited to this type of software design. In this structure

the program is compartmentalised into different states which the state machine

switches between. Figure 3.2 illustrates how the state machine concept was im-

plemented for this setup. Note that only a selection of important states have been

included in this diagram.

As certain actions must be taken at the very start of the program the state machine

enters an initialisation state initially by default. This state is followed by a state

that loads the previous settings. The state machine then enters a state in which it

Figure 3.2: A flow diagram of the overall state machine of the code to depict the underlying pro-
grammatic algorithm. The start and stop of an algorithm are depicted by a red circular rectangle.
Blue rectangles represent processes or functions that are executed.

4 For a tutorial on state machines by NI see http://www.ni.com/tutorial/7595/
en/

38

http://www.ni.com/tutorial/7595/en/
http://www.ni.com/tutorial/7595/en/


Software Development LabVIEW™ Code

Figure 3.3: A simplified flow diagram of the raster scan process.

waits for user input. The next state is determined by what user input is supplied.

Suppose the user changes something that requires a change or update of the GUI.

A UI Changes state is entered, the GUI elements that need to change are identified

and updated, and the state machine is directed back to the Wait for user input state.

A complete and protracted walkthrough of the code is unrealistic. Conveniently

one process makes use of most of the vital processes. Consequently, the discussion

of the procedure below will cover most of the important aspects.

A raster scan (RS) is a process that attempts to ascertain the positions of fluor-

escing particles within a user defined area. Intensity measurements at points in

the designated area build up an intensity map. Image analysis functions fix the

positions of particles that meet the required criteria. Proximity to other particles

or the edges of the scanned area, expected intensity magnitude and particles size

are all factors that are used to decide whether or not the positions are to be used or

discarded. As seen in fig. 3.3 the RS process can be compartmentalised into three

parts: acquisition, extraction and analysis. Each of these will be expanded upon.

3.2.1 Acquisition
As the data acquisition of a RS makes use of the stage to perform and re-

cord the position movements, as well as the detection of fluoresced photons,

two processes need to take place in parallel. BH’s SPC-130-EM mod-

ule provides different types of measurement options. The best suited for

this application makes use of buffer memory situated on the PCI card.

39



Software Development LabVIEW™ Code

Figure 3.4: A simplified flow diagram of the raster scan
acquisition process. Green diamond shapes indicate points
in which crucial decisions are made Parallelogram with a
purple fill are used to indicate important data storage.

When a photon is detected

its arrival time information, as

well the router channel it was

received from, are saved in

binary format to the buffer.

The buffer works on a first-in

first-out (FIFO) basis. Con-

sider three photons, the first

called A, the second B and the

last C. FIFO buffering would

mean that A is added, then B

and lastly C. The first element

that would be read from the

buffer would be A; it was first

in, and first out. The second

available element would then

be B, and the last C. As buf-

fers have a fixed storage capa-

city, when the buffer is full the

information that would have been stored is lost. When this happens the buffer is

said to have overflowed. To prevent an overflow from occurring the buffer needs

to be read out at a rate faster than it is written to. However, as a large portion –

possibly the entire – buffer can be read out in a single reading it is not difficult to

prevent an overflow by having using a realistice readout rate.

As seen in fig. 3.4, the first step in the acquisition process is to start the FIFO

measurement. Then follows a loop that reads the FIFO buffer at a constant rate.

It first checks whether or not the SPC module is waiting for a trigger. Absence of
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a waiting trigger state means that the measurement has not started, or that it has

stopped for some reason and the process terminates with an error. Alternatively, it

reads the active state of the module. This is an internal check. The buffer is then

checked to see if data is available to be read. If no photons have been detected the

reading steps are skipped. Conversely, if photons have been detected the buffer

is then checked for an overflow event. If an overflow did occur the process ends

after generating an error message. If no error has occurred the read out and the

data are stored. A delay ensues with a duration that assures a roughly constant

loop rate. If the parallel process that directs the RS movement has not yet been

completed the loop reiterates.

As mentioned, the second part of the acquisition process controls stage move-

ment. The first step is to compute the desired sequence of positions the stage

should move to, as well as what duration the stage should spend at each position.

Collectively these instructions are referred to as a waveform. The waveform is

then sent to the stage controller and started. The stage executes the waveform as

follows: the stage is told to move to the next position, the true position is read,

and after the set delay the process is repeated. As soon as the waveform has been

completed the true positions are read and stored.

3.2.2 Extraction
To understand why an extraction process is needed and how it works it is neces-

sary to examine in what manner the SPC module stores the photon information.

Figure 3.5 should be used as an aid in understanding how photons are extracted

from the FIFO data buffer. Each photon data segment consists of a frame, which

in turn comprises two words.5 As the first word is added to the frame first, fol-

5 In computer architecture terms a word is a 16 bit binary unit.
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lowed by the second, the order of the words in the frame is reversed, containing

first what is called Word 1, and then Word 0.

To circumvent this potentially confusing situation the two types of words are sep-

arated into their own arrays, as illustrated in fig. 3.5c.

Of the 32 bits6 used to store one photon’s information, 12 bits are dedicated to

storing, what is referred to as, a macro arrival time. The largest value that 12

bits7 can represent is 4095*. This value indicates how many times an internal

macro clock has ticked before registering the photon. Therefore, the macro time

is the stored value multiplied by the duration of the one tick. In our case the

macro clock is 25 ns, which in turn means that the largest macro time that can

be stored for each photon is 102,375 µs. Obviously, this raises the question of

Figure 3.5: Information needed to extract photon information from FIFO data buffer. Table a) and
b) are breakdowns of bit positions for variables stored in photon and overflow frames respectfully.
Note: the bytes are saved in big-endian, which is to say that the most significant bit is stored first
(at the lowest storage address). Illustration c) serves to indicate the order in which frames occur
within the FIFO buffer.

6 2 words ⇥ 16 bits = 32 bits
7 Assuming only positive numbers.
* This is given by 2m �1 where m is the number of bits available.
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how longer times are measured. BH’s solution was to define two types of frames,

the first being a frame containing photon information, as mentioned above, while

the second is a frame dedicated to give a counter of how many macro time over-

flows have occurred. Let’s say, for example, that between two photons a period

of 10 ms passes, in which case the macro time would have overflowed 97 times.

Figure 3.6: A flow diagram of the ras-
ter scan extraction process. Dashed lines
with a hollow arrow point that point away
from a parallelogram indicate that the
stored data being is being used by the in-
dicated process.

Before the newest photon frame is stored in

the buffer, the SPC module first stores an

overflow counter frame. This frame contains

a 28 bit counter, which in this case would

store a value of 97, allowing the accumulated

macro time – the absolute time – to be calcu-

lated.

The photon frame also includes a 12 bit value

called the ADC value (analog to digital con-

verter), a 4 bit value representing the router

channel the photon was detected through,

and three flags9. The Invalid flag indicates

whether or not the photon is invalid. A value

of 0 says that it is valid. The macro time over-

flow (MT OV) flag would be 1 if a macro time

overflow had occurred before the photon in

question had been detected. The GAP flag

would be 1 if there exists a chance that the

FIFO buffer had overflown, causing a loss of

photons before the photon in question was

written to the buffer.

9 A flag is a single binary value that acts as a boolean value to indicate certain properties.
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With all of this known, we can now mathematically define the following. The

laser pulse relative arrival time, or micro time Tmicro, is given by

Tmicro =
(4095�ADC)TACrange

4096TACgain
(3.1)

where ADC is the micro time counter, TACrange is a value that indicates the largest

measurable micro time, and TACgain is a value that is used to indicate by what

factor the range of the micro time has been reduced to gain an increase in temporal

resolution. TACrange and TACgain are values that are set during the initialisation

of the SPC module and the measurement preparation, and should therefore be

known. The macro time – i.e. the time used to keep track of the absolute time – is

given by

Tmacro = Tmacro clock MT (3.2)

where MT is the micro time counter and Tmacro clock is the macro clock duration.

The macro overflow time is given by

TOF = 4095 Tmacro clock OF (3.3)

where OF is the macro overflow counter. Using eqs. (3.1) to (3.3) we can define

the absolute time, were the Nth stored photons absolute time is given by

TabsN+1 = TabsN +dTN

= TabsN +TmicroN +TmacroN +TOFN . (3.4)

See figs. C.1c and C.1d for the LabVIEW™ code of this process. Note that if

there was no overflow frame before photon frame N = 1, TOFN can be said to be

zero. The unit of all time values is in tenths of nanoseconds (0,1 ns).
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A frame is indicated to be an overflow frame when both the Invalid and the MT

OF flags are true (that is that they have a value of 1, as seen in fig. 3.5b). For

a tabular breakdown of the binary values for the photon frame and the overflow

frame, see fig. 3.5a and fig. 3.5b, respectfully. Figure 3.6 has been expanded upon

in fig. C.1.

3.2.3 Analysis

Figure 3.7: A flow diagram of the ras-
ter scan analysis process.

The last step of the RS process is one of con-

solidation; the photon information translates

into pixel intensities via a process illustrated

by fig. 3.7. When the absolute times of two

consecutive positions are known the number of

photons that were detected between the two can

be counted. This is done for all the positions in

the waveform. The result is a two dimensional

intensity mesh. To account for the discrepan-

cies between the desired and measured posi-

tions a two dimensional interpolation algorithm

is applied as provided by LabVIEW™. The

result is then converted to an image and subjec-

ted to an image analysis routine that identifies

the central positions of particles that meet the

criteria as mentioned in section 3.2 on page 39.
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Chapter 4

Data and Results

The increase in pH gradient over the membrane has been shown to be the trigger

of NPQ [44]. Furthermore, it has been shown that qE in isolated LHCII com-

plexes can be emulated by lowering the environment pH [45, 46]. This means the

quenching introduced into LHCII by qE can be investigated by performing a pH

dependent study.

It is important to understand that each detected photon represents an excitation-

fluorescence event of a system in a functional state. When considering fluores-

cence intermittency these states are either the bright state, the dim state or some

intermediate state. Unfortunately, only detecting photons does not intrinsically

indicate in which of these states the system was in at the moment of fluores-

cence. These states, therefore, need to be resolved from the fluorescence intensity

measurement, which is obtained by counting the number of photons detected in a

chosen time bin (similar to RS intensity, see section 3.2.3 on page 45). However,

due to the quantised nature of light, the temporal resolution is limited by Poisson-

distributed noise – also known as shot noise. The extent with which this noise
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obscures the fluorescence intensity level is proportional to the square root of the

number of photons that are detected within the bin. A statistical method used to

resolve the start of new intensity levels is described in [47]. In short, a predeter-

mined factor of the standard deviation of the shot noise is used to determine what

the probability is that a new intensity bin belongs to the same intensity level or not.

Even more, the method considers multiple consecutive points. For example, the

probability that four consecutive intensity points that each differ from the average

of the current intensity level by one standard deviation belong to a new intensity

level is 99.937% The result of a few analysed fluorescence intensity traces can be

seen in fig. 4.1.

4.1 Fluorescence Categorisation Study

In order to gain some perspective on how emulated NPQ alters the system, a

categorisation of different behaviours that were identified were tracked with the

change of pH. Figure 4.1a shows the binary switching behaviour as mentioned in

section 1.3 on page 10, and this is considered normal binary switching behaviour.

Published work has only investigated the on/off behaviour [23, 27, 47–49]. How-

ever, as previously mentioned, the systems occasionally deviate from this usual

two-level blinking behaviour and access intermediate intensity levels as seen in

fig. 4.1c and fig. 4.1d. In some cases the system returns to binary switching – this

will be referred to as reversible intermediate traces – and in some cases not, then

called irreversible intermediate traces.

Attempting to categorise blinking behaviour has, as of yet, not been done before.

This study included approximately one hundred traces for each pH value dataset.

Each category is defined by behaviour that can be noted through visual inspection.



Fluorescence Categorisation Study 48

Figure 4.1: Examples of fluorescence intensity traces, all of which were measured without emu-
lating NPQ (that is at pH 8) for a duration of sixty seconds. An example of normal fluorescence
behaviour is given in a). In b) is given an example of a seemingly dead trace. In c) and d) are
examples of irreversibly and reversibly accessed intermediate states. The latter starts in an inter-
mediate state and briefly returns to the normal bright state. Lastly, e) and f) are examples of traces
exhibiting high jumping frequency as well as accessed intermediate state reversibly and irrevers-
ibly. The fluoresced detected photons were binned in 10 ms bins. It should be noted that, whereas
internal protein mechanics could alter the fluorescence intensity, the absolute maximum intensity
between traces could differ due to some experimental effects such as imperfect focusing. Intensity
levels are resolved by statistical analysis, as discussed above.
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The definition of the three categories allows only for boolean values in that there

are no degrees of freedom in assigning a trace to belong to one of these categories.

This means that no observable error exists for the above-mentioned categories.

In addition to those mentioned above another type of behaviour can be noted. The

rate that the system ‘jumps’ from one state to another is known as the switching

rate. A number of complexes seemed to have a distinctively high switching rate,

as can be seen in fig. 4.1e and fig. 4.1f. Further investigation hereof leads to

formation of another category: high switching frequency behaviour.1

To avoid including measurements that do not represent ‘healthy’ systems – that

is complexes that have undergone photobleaching or protein denaturation2 – the

algorithm attempts to identify ‘dead’ complexes. Surprisingly, some complexes

were found that remained in a dim state for long times only to return to another

state after several seconds. This observation eludes to an intrinsic problem in

attempting a thorough categorisation of fluorescence behaviour, in that categor-

ical manifestations could be present in the system without having been measured

during the experiment.

Inspection of fig. 4.2a reveals that the fraction of normal traces remains more

or less constant as NPQ is emulated to higher degrees. The same is mostly true

for the traces that accessed intermediate intensity levels reversibly except that the

largest fraction of these were found at pH 9. Interestingly, the irreversible fraction

increases dramatically in comparison to the reversible. A decrease is seen in the

fraction of high switching frequency traces with the escalation of the mimicked

1 At the time of this work the distinction between normal and high switching rates was done by
means of a quasi-subjective inspection. For some datasets two populations were not successfully
identified and the subsequent categorisation was done by inspection only. In future work a robust
statistical methodology will be developed and employed.

2 Denaturation is when a protein undergoes structural degradation by unfolding.
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Figure 4.2: Comparing fluorescence intensity trace categorisation of a) the main categories, and
of b) high jumping frequency behaviour that also accessed intermediate states both reversibly and
irreversibly. Values are shown as percentages of datasets for each pH value, where the datasets
contain approximately one hundred complexes. Some of the categories are not mutually exclusive
and therefore all percentage values in the datasets should not be expected to summate to unity. It is
important to note that the reversible and irreversible category traces could also contribute to the
high switching frequency category, whereas the normal category excludes all other categories.
As pH 4 is not a natural state for LHCII these values should not be considered when analysing the
results.
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NPQ.

A possible relationship between the switching rate and the intermediate states

was also found, as illustrated in fig. 4.2b. More specifically, the fraction of high

switching frequency traces that entered irreversible intermediate states grew

considerably as NPQ was increased. However, the fraction that entered reversible

intermediate states in concert with high switching frequencies decreased some-

what as NPQ was increased.

4.2 Fluorescence Lifetime vs Intensity Study

As mentioned in section 1.3 on page 10, measuring the fluorescence lifetime of

the system is a direct measurement of the extent to which the system is quenched.

For this reason measuring the lifetime is an invaluable tool when studying NPQ

in LHCII.

Figure 4.3 reveals a mostly linear relationship between fluorescence intensity and

lifetime. This directly follows from the rate equation (refer to section 1.3) which

implies that the excitation quenching due to NPQ is a process that competes with

the other processes at the site of fluorescence emission. This is to say that after

the excitation relaxes to the most stable (lowest energy) site – called the terminal

emitter – quenching would not only prevent fluorescence, resulting in a drop of

fluorescence intensity, but would also cause the excitation lifetime3 to decrease,

as illustrated in fig. 4.4a. This has been shown before in [50, 51].

In addition to the linear relationship, a non-linear population is observed. This

deviation also increases as NPQ is emulated more extensively; this is best seen
3 This is defined as the duration after which, on average, 1/e of the excitations are de-excited.
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Figure 4.3: Fluorescence lifetime vs intensity study of a) datasets pH 8, pH 7 and pH 5 overlaid.
For a clearer distinction of what changed b), c) and d) show pH 8, 7 and 5 highlighted. Each data-
point represents the intensity and lifetime of a single resolved level. Each dataset comprises more
than one hundred traces, each trace containing in the order of tens to hundreds of resolved levels.
The lifetimes where determined by applying Gaussian exponential decay fitting of the excitation
relative photon arrival time histogram data. The high intensity and long lifetime data point corres-
pond to the bright/on state. As the accompanying dim/off state is defined by its lack of photons
and therefore these data points are sparse in comparison. The middle population represents the
intermediate levels.

when comparing fig. 4.3b (pH 8) to fig. 4.3c (pH 7), to fig. 4.3d (pH 5). Two

possible explanations for this behaviour will be discussed here.

The first possibility is that – as the extent of NPQ emulation increases – the

quenching is more likely to take place before the excitation relaxes to the ter-

minal emitter. If this takes place the excitation would not be emitted as a photon,

causing a decrease in fluorescence intensity. However, if the excitation reaches

the terminal emitter, quenching would no longer be a competing process to the

other possible processes, and the lifetime would remain unchanged. This absolute
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Figure 4.4: Illustrations for two cases of energy evolution within LHCII after absorption of a
photon. The first being the a) competing and the second the b) non-competing quenching as
explanation for linear and non-linear population in fluorescence lifetime versus intensity study.

decrease of fluorescence intensity would then deviate from the linear tendency.

Such an explanation was offered in Ref. [51]. The other possibility is that the

protein undergoes structural changes due to the decrease in pH that results in the

loss of peripheral pigments. Fewer pigments would result in a decrease of absorp-

tion cross-section, resulting in fewer photons being absorbed, which in turn would

mean fewer excitations would be present in the system, and finally that the rate at

which photons are fluoresced by the system would decrease. To allude to which

of the two possible mechanisms (if any) is most likely the cause of the non-linear

population the study can be redone with the key difference being that the pH en-

vironment is changed during a single run from pH 8, to pH 5, and back to pH 8*.

If the return to pH 8 is accompanied by the same degree of non-linear population

as the initial pH 8 state it would suggest that the non-linear population is caused

by a reversible process which is caused by the emulation of NPQ, and not by a

structural change, as would be the case for pigment loss.

* It would be necessary to exclude pH 4 as it has been shown that LHCII definitely undergoes
pigment loss due to slight denaturation at this pH.



Chapter 5

Synopsis

This dissertation had several objectives.

Chapter 1: to prepare the reader with the necessary theoretical knowledge to un-

derstand the result of the study, but almost just as important, to place the

results in context.

Chapter 2: to equip the reader with a basic understanding of how single mo-

lecule spectroscopy is achieved, as well as to act as a practical guide to the

experimental setup built at the University of Pretoria, South Africa.

Chapter 3: to briefly record – and discuss – some of the crucial programmatic

concepts that was developed in-house, and to aid the reader in delving into

the code themselves.

Chapter 4: to present the results acquired and draw all possible conclusion there-

from.

Assembling the setup and coding the software was what most of my time was
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spent working on and lead to the acquisition of valuable technical skills. As is the

nature of experimental work, however, an experimental setup is never completed,

only abandoned – if only for the purpose of completing this work. That being said,

the setup is at this time already being expanded upon. Two of the additions include

the development of single particle tracking capability, as well as super-resolution

microscopy through the use of a spatial light modulator.

From the data that was collected it was seen that a second photoprotective energy

quenching mechanism in the major light harvesting antenna of higher plants could

possibly be activated by low-pH induced structural conformation, where excita-

tion are quenched before reaching the terminal emitter. Additionally, a possible

relationship between an increased switching between fluorescence intermittency

induced on and off states and the presence of intermediate fluorescence intensity

states. However, the statistical approach used here was inadequate to draw con-

crete conclusions, and future work will include the development of a more robust

and insightful statistical method of categorisation.
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ADP Adenosine diphosphate
AOTF Acousto-optic tuneable filter
ATP Adenosine triphosphate
BH Becker Hickl
BS Beam splitter
ChlA & B Chlorophyll A & B
CCD Charge coupled device
CP Confocal pinhole
DLL Dynamic link library
EET Excited energy transfer
EMCCD Electron multiplying CCD
FIFO First in, first out
FF Fluorescence filter
FWHM Full-width at half maximum
GUI Graphical user interface
LHCII Light harvesting complex II
LPF Longpass filter
NA Numerical aperture
NADP+ Nicotinamide adenine dinucleotide phosphate
NADPH Nicotinamide adenine dinucleotide phosphate-oxidase
NPQ Non-photochemical quenching
OEC Oxygen evolving complex
PLL Poly-L-lysine
PSI & II Photosystem I & II
PSF Point spread function
RS Raster scan
RC Reaction centre
SF Spatial filter
SMS Single molecule spectroscopy
SNR Signal-to-noise ratio
SPAD Single photon avalanche diode
SPT Single particle tracking
TCSPC Time correlated single photon counting
TTL Transistor-transistor logic
qE Energy dependent component of NPQ
USB Universal serial bus
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Figure B.1: Fianium PP-400-4 supercontinuum laser emission spectral density.

Figure B.2: Chroma EM ET665lp fluorescence filter and DM T660lpxrxt dichroic beam split-
ter transmission spectrum. The cut-off wavelengths of the fluorescence filter and dichroic beam
splitter are 665 nm and 665 nm respectfully.
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Figure B.3: Nikon CFI Plan Apochromat Lambda 100X oil immersion objective transmission
spectrum.

Figure B.4: Micro Photon Devices PD-050-CTE 50 µm by 50 µm Peltier cooled photon detection
efficiency as a function of wavelength. Taken from Giudice et al. [52]
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Figure B.5: Optometrics 3-8880 gold coated diffraction grating efficiency as function of
wavelength.

Figure B.6: Andor iXon3 897 (DU-897E-CS0-EXF) EMCCD detection quantum efficiency as
function of wavelength.
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Figure B.7: Photo of experimental setup.
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Figure B.8: Photo of the detection part of the experimental setup.
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(a) LabVIEW™’SPCM Data Extraction.vi’ code.

(b) LabVIEW™’SPCM Buffer to Words.vi’ code.

(c) LabVIEW™’SPCM Read Words - Array.vi’ code.

(d) LabVIEW™’SPCM Calculate Photon Times.vi’ code.

Figure C.1: Screen captures of the LabVIEW™ code for the extraction of photon times.
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Figure C.2: Complete raster scan flow diagram.
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“Admiration & love, to which all knowledge truly vital must tend, are felt by men

of real genius in proportion as their discoveries in Natural Philosophy are

enlarged; and the beauty in form of a plant or an animal is not made less but

more apparent as whole by a more accurate insight into its constituent properties

& powers.”

- William Wordsworth
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