Can machine learning catch a falling student?

A data-driven approach towards school online learning decision-support
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The important factors in predicting a learner’s
success, as identified by the Random Forest
Regressor algorithm, were translated to the
interactive dashboard on PowerBlI.

Features were extracted from the cleaned data, based on 0.4
three criteria. Features identified were:
e Relevant to academic performance

e Reflect adaptable student behaviour

e Was populated across the dataset
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The selected features’ importance was evaluated to
analyse their contribution in predicting a learner’s final

results. 0.2
PREDICTIVE ALGORITHM
MACHINE LEARNING ALGORITHMS COMPARISON
Machine learning was then used to predict a learner's \ ] ) ®
term marks. The Scikit library in Python was used as the Alternative algorithms were applied and the 0.1
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